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Abstract
Aiming at the poor compression quality of traditional image compression coding (ICC) algorithm, a multi-description ICC algorithm based on depth learning is put forward in this study. In this study, first an image compression algorithm was designed based on multi-description coding theory. Image compression samples were collected, and the measurement matrix was calculated. Then, it processed the multi-description ICC sample set by using the convolutional self-coding neural system in depth learning. Compressing the wavelet coefficients after coding and synthesizing the multi-description image band sparse matrix obtained the multi-description ICC sequence. Averaging the multi-description image coding data in accordance with the effective single point’s position could finally realize the compression coding of multi-description images. According to experimental results, the designed algorithm consumes less time for image compression, and exhibits better image compression quality and better image reconstruction effect.
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1. Introduction

In the traditional image processing, the image can obtain as much sampling data as possible through sampling, and discard less important data during the storage or transmission. This processing mode reduces the data processing efficiency, and the compressed data accounts for a small proportion, resulting in a large waste of resources [1]. Therefore, new ways should be taken to improve the image processing effect. At present, the classical imaging mode faces the problems of increased data volume, high storage and signal processing cost in involving ultra-wideband communication and digital images [2]. Therefore, it is necessary to study large-scale and high-dimensional image processing. Owe to increased efficiency in image storage and transmission, image compression coding (ICC) technology has attracted extensive attention. Generally speaking, ICC technology converts a large data file into a smaller one of the same nature, so that data can be stored and transmitted more efficiently [3].

Many countries have conducted in-depth researches on this technology. In [4], the authors put forward an ICC method using orthogonal sparse coding and texture feature extraction to represent image blocks.
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This method improves the quality of image reconstruction and reduces the decoding time by using the gray level orthogonal sparse transformation. It also measures the variation coefficient characteristics between the range and the domain block by using the correlation coefficient matrix, thus reducing the redundancy and encoding time. In [5], a fast fractal ICC (FICC) method based on square weighted centroid feature (SWCF) is put forward. FICC reduces the redundancy of image data based on the similarity of image by using compression affine transformation, thus achieving image data compression, with the characteristics of high compression ratio and simple recovery. However, FICC is also limited due to complex coding. To this end, a fast FICC algorithm based on SWCF is put forward.

Based on the research mentioned above, a multi-description ICC algorithm on the basis of depth learning is proposed. In this study, it first designs the image compression algorithm based on multi-description coding technology, and then optimizes the algorithm based on depth learning method, achieving better image processing quality.

2. Image Compression Sample Collection based on Compressed Sensing Theory

Multi-description coding is a method put forward in recent years for real-time signal transmission in unreliable networks. The common problem of the existing multi-description coding methods is that the reconstruction quality as well as the ability to resist error and packet loss depend on the number of descriptions, and the more descriptions, the higher the computational complexity and the lower the coding efficiency. Compressed sensing technology uses a small number of observations to extract the effective information in the signal. The amount of information is evenly distributed among the observations. Each observation can be regarded as a description of the original signal, and the image is divided into blocks to form multi-descriptions. The code stream realizes the collection of image compression samples.

2.1 Multi-Description Image Compression Algorithms

Multi-description ICC is on the basis of iterative function system and the collage theorem, which can achieve image compression by using the self-similarity between images [6]. To obtain M descriptions of an image, the source should be divided into M subsets. It takes a 512×512 grayscale image as an example to obtain two descriptions. Units are divided into 64×64 blocks, and 1, 2 are cross-labeled to form two subsets (1 for subset 1; 2 for subset 2), and then two descriptions are generated according to the following steps:

Description 1: Quantize subset 1 with a smaller perceptual quantization step size. Predict subset 2 with the subset 1 after reconstruction. Quantize the prediction redundancy with a larger fixed quantization step size.

Description 2: Quantize subset 2 with a smaller perceptual quantization step size. Predict subset 1 with the subset 2 after reconstruction. Quantize the prediction redundancy with a larger fixed quantization step size.

The image block is identified based on the local features of the image, and $d_i$ denotes the variance of the image block, see formula (1).
\[ d_i = \frac{1}{B \times B} \sum_{j=1}^{B \times B} (p_{ij} - \bar{p}_i)^2 \quad (1) \]

\[ \bar{p}_i = \frac{1}{B \times B} \sum_{j=1}^{B \times B} p_{ij} \quad (2) \]

In formula (2), \( B \times B \) denotes the size of the video image block; \( \bar{p}_i \) denotes the gray value; \( p_{ij} \) denotes the gray value of the \( i \)-th block and the \( j \)-th pixel. 

\( \bar{d} \) denotes the image block’s average variance, and the formula (3) can be seen as follows.

\[ \bar{d}_i = \frac{d_i - d_{\text{min}}}{d_{\text{max}} - d_{\text{min}}} \quad (3) \]

In formula (3), \( d_{\text{min}} = \min \{d_1, d_2, ..., d_n\} \) denotes the smallest variance; \( d_{\text{max}} = \max \{d_1, d_2, ..., d_n\} \) denotes the largest variance.

According to the variance mean, the classification criterion of image block \( x_i \) is expressed as formula (4).

\[ x_i \in \begin{cases} 
P & d_i \leq T_1 \\
B & T_1 < d_i \leq T_2 \\
W & d_i > T_2 
\end{cases} \quad (4) \]

In formula (4), \( T_1 \) and \( T_2 \) represent the classification threshold. \( P \) represents smooth and fast, \( B \) denotes edge blocks, and \( W \) represents texture blocks.

3. Multi-Description ICC Algorithm based on Deep Learning

In the multi-description image compression algorithm, seeking the best matching image block for each image block is not rapid enough, and the result of coding implementation is not satisfactory, so some algorithms should be taken to optimize the process.

3.1 Processing Multi-Description ICC Sample Set based on Deep Learning

The coefficient of variation is the ratio of the standard deviation of the data to the average value, which reflects the degree of dispersion between the data and is affected by the variance and the average value. Therefore, this paper extracted the coefficient of variation of the image block as a new feature. Fitting the coefficient of variation to the coefficient of polynomial can effectively reduce the difficulty of searching. This paper dealt with the character set of multi-description ICC samples, and used coefficients to code samples. First, it used the difference between the single point sub-band and the coefficient amplitude to distinguish the initial node value of the low and high frequency sub-band [7], and calculate the single point number of the low frequency sub-band according to the initial node value of 1. The high-frequency sub-band set of the root node was set to 2, and the coordinate sets of the low and high frequency sub-band were set to 3 and 4, respectively. Then the root node of these two sets of coordinate sets can be
expressed as formula (5).

\[ P_4(T(i, j; type)) = \begin{cases} T(i, j; A): (i, j) \in O(i, j), & \text{type} = A \\ T(i, j; B) \cup (i, j): (i, j) \in O(i, j), & \text{type} = B \end{cases} \]  

(5)

It is known that there is a certain correlation between the coordinate root nodes. Through the wavelet domain image data, the original low frequency sub-band set of the high frequency components are used to count the characteristics of different wavelet domain image data components [8]. The high-frequency components of the coefficient coding samples are determined using the reconnaissance output images of different imaging mechanisms, and the correlation coefficient amplitude based on the data of the high-frequency components are established [9]. The amplitude coding calculation is as formula (6).

\[ A = \{0, 1, 2, 3, \ldots, 2^h - 1\} \]  

(6)

The wave domain of the image is determined according to the amplitude coding and the dynamic range of the coefficient amplitude, and the threshold sequence of the encoded amplitude coefficient is determined by the concentration of the image bit depth, as shown in formula (7).

\[ T - 1 = 0 < T_0 < T_1 < \cdots < T_n \]  

(7)

where \( T_n = 2^n \) and \( n \) are the indices when the values are actually encoded, and the difference between the thresholds constituted by the set elements can be set to 2. The coded character classification calculation of coefficient amplitude division is as formula (8).

\[ \tau_n = \{(i, j): |c_{ij}| \in \alpha\}, n = 0, 1, \ldots, n \]  

(8)

where \( c_{ij} \) is the coordinate element of coefficient coding. It is known that the average number of amplitudes of multi-description ICC is \( \lceil log_2 T_{n+1} \rceil = (n + 1) \), then the number of added bits needs to be equal to the average number of amplitudes, and the number of bits of the coefficient amplitude is calculated where \( \lambda \) represents the set of coordinate elements in formula (9).

\[ \sigma = \sum_{n=0}^{n} \lambda log_2 T_{n+1} = \sum_{n=0}^{n} (n + 1)\lambda \]  

(9)

where the encoding of the wave domain image data is equivalent to the number of bits. The number of bits is required in determination of the coefficient amplitude of the deep learning multi-description image compression encoding sample. The corresponding coordinate position needs to be determined so as to determine the encoding coefficient on the basis of retaining the original data. The output code stream of the coefficient coding samples is determined based on coefficient values [10] according to formula (10).

\[ \mathcal{C} = \bigcup_{\lambda \in \mathcal{E}} \tau \]  

(10)

Bring the binary values \( r \) and \( l \) into the code stream can find the elements of the output coding samples. The detection operator and the set division operator are determined according to the normalization.
operator, and the detection operator of the non-empty subset $S$ is calculated according to formula (11).

$$
\zeta(s) = \begin{cases} 
1 & c_{ij} \in \sigma \\
0 & c_{ij} \in \mathcal{C} 
\end{cases} 
$$  (11)

When there is a significant single point relative to the threshold of $T = 2^n$, for some character set statistics in the coordinate set satisfying $\zeta(s) = 1$, the divided character set has an intersection in the non-empty multivariate coordinate. Therefore, to separate the non-empty individual subsets from it, the expression of the deep learning multi-description ICC sample character set is determined as formula (12).

$$
P(s) = \{S_1, S_2, \ldots, S_d\} 
$$  (12)

where $S_1, S_2, \ldots, S_d$ are the sample characters in the non-empty subset $s$ of the detection operator. By processing the deep learning multi-description ICC sample character set, the characters in the sample character set are converted into coded data, and the frequency band coefficient matrix is synthesized using coded data.

### 3.2 Synthesizing Multi-Description Image Band Sparse Matrix

The convolutional sparse self-coding neural network model is applied to compress the coded sample data of multi-description images, and the encoded wavelet coefficients are compressed. Fig. 1 shows the model structure.

![Model Structure](image)

Fig. 1. Model structure.

It arranges the coefficients after compression and transform, and organizes the coefficients into a zero-number structure [11]. The convolutional sparse self-coding neural network model is used to iteratively rearrange the band coefficient grades, and each transformation coefficient corresponds to the corresponding point (Fig. 2).
4. Experimental Analysis

The feasibility of the proposed algorithm and the methods proposed in [4] and [5] were comparatively analyzed by selecting 100 pictures in the network as the test set.

Fig. 3. PSNR under different compression ratios: (a) compression factor 32, (b) compression factor 64, and compression factor 128.
4.1 Multi-Description Image Compression Quality at Different Compression Ratios

The proposed algorithm and the algorithms in [4] and [5] were adopted to perform multi-description image compression. Its quality of the above algorithms under different compression ratios were tested by taking peak signal-to-noise ratio (PSNR) as evaluation index.

Fig. 3 shows that the PSNR of the proposed algorithm slightly fluctuated at about 30 dB, which was basically stable. However, the PSNR of the methods in [4] and [5] was lower than 30 dB. When the compression ratio was 32, 64, and 128, the PSNR of other two methods was still far lower than that of the proposed algorithm. This proves that the proposed algorithm can well compress multi-description images under different compression ratios.

4.2 Image Reconstruction Quality

The image reconstruction effects of the three methods when compressing and coding multi-description images were comparatively analyzed, as shown in Fig. 4.

Fig. 4. The reconstruction effect of the compressed coded image: (a) original image, (b) a method in [4], (c) a method in [5], and (d) the put forward method.

5. Conclusion

In this study, a multi-description ICC algorithm based on compressed sensing and deep learning was put forward. The proposed algorithm used compressed sensing to obtain multi-description image features, and realized multi-description ICC through deep learning. According to experimental results, the algorithm can well realize image compression and reconstruction, with excellent compression coding quality, so it has a great application prospect.
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