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Abstract
Affected by external factors, errors in time series data collected by sensors are common. Using the traditional method of constraining the speed change rate to clean the errors can get good performance. However, they are only limited to the data of stable changing speed because of fixed constraint rules. Actually, data with uneven changing speed is common in practice. To solve this problem, an online cleaning algorithm for time series data based on dynamic speed change rate constraints is proposed in this paper. Since time series data usually changes periodically, we use the extreme learning machine to learn the law of speed changes from past data and predict the speed ranges that change over time to detect the data. In order to realize online data repair, a dual-window mechanism is proposed to transform the global optimal into the local optimal, and the traditional minimum change principle and median theorem are applied in the selection of the repair strategy. Aiming at the problem that the repair method based on the minimum change principle cannot correct consecutive abnormal points, through quantitative analysis, it is believed that the repair strategy should be the boundary of the repair candidate set. The experimental results obtained on the dataset show that the method proposed in this paper can get a better repair effect.
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1. Introduction
With the rapid development of the current social economy and information technology, various industries increasingly depend on the acquisition and processing of big data, thus giving rise to the arrival of the era of big data. Time series is a numerical data series that changes with the order of time, and its application field is very wide. It can be applied to many research and business in many fields such as natural science, social science, finance, and economy, so its analysis results are quite important. However, time series may have quality problems in the process of acquisition and preservation, and dirty data exists in large quantities in time series, which will be detrimental to the next step of estimation, clustering, visualization, and other application processing. The purpose of time series cleaning is to detect default values, abnormal values, and timestamp misalignment in the data, fill or repair them, and finally achieve the effect of improving data quality.
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There have been many data cleaning methods, but few methods that can be well consumed in time series, so the subsequent rule-based constraints, statistical methods of time series cleaning, and cleaning of time stamps in time series have been produced one after another. Among them, the most representative SCREEN is to use the rate of speed change as a constraint to determine the abnormality of data and then select the repair value according to the median theorem and the principle of minimum change. However, most of these rule-based constraint algorithms use a priori fixed speed change rate as the basis for anomaly detection, and when the abnormal value deviates from the true value by a small amount, it will be considered as correct data and will likely be included in the constraint range. This type of data is difficult to find rule constraint values that can be applied to the entire cleaning process, so this type of cleaning algorithm does not work well over time when the speed change rate between data fluctuates too much.

To address the above-mentioned problem, this paper proposes an online cleaning algorithm that relies on the dynamic speed change rate constraint (CDDC), and how to compute this dynamic speed change rate constraint is the focus of this paper; in order to support online cleaning, a dual-window flow-limiting strategy will be used to partition the two techniques of data cleaning and data prediction, which require a globally optimal solution, into a locally optimal solution for each window. For the problem of dynamic rule constraint solving, after extensive research the extreme learning machine (ELM) algorithm is chosen as the base algorithm for rule constraint prediction, and the optimized ELM algorithm is applied to predict the rate of speed change. Finally, the data points in the detection window are calculated using the dynamic constraint to determine the anomalies.

In order to improve the data repair algorithm, different repair schemes will be used for different types of abnormal point, i.e., intermittent and continuous anomalies [1], to make the repair values closer to the true values. One of them, for intermittent abnormal point repair, the median theorem and the minimum change principle are used to select the final repair solution, transforming the optimal repair solution into a problem of finding an intermediate point and proving that the repair solution for that intermediate point is the optimal repair solution. The other one, for continuous abnormal point repair, the median theorem will no longer be used from the second abnormal point, and the repair solution will be selected based on the orientation of the first anomaly occurring. If it is below the repair value of previous point, the maximum repair scheme will be used, and if it is above the repair value of previous point, the minimum repair scheme will be used.

The following is the main composition of this paper. Section 2 briefly introduces the existing time series data cleaning methods and their problems. Section 3 defines the research problem of time series data cleaning based on dynamic speed constraints, and compares the characteristics and effects of the proposed algorithm with the existing SCREEN algorithm. Section 4 describes the mechanism for implementing stream computing. Section 5 focuses on the process of computing dynamic speed constraints using an optimized ELM. Section 6 details the types of anomalies and their corresponding repair methods.

2. Related Work

Existing widely used filtering cleaning algorithms, such as Kalman filtering [2], nonlinear filtering [3], etc., are used for noise reduction and cleaning of signal data. This cleaning method is based on the regular
fixed form of the data to clean the data, which will cause a large part of the correct data to introduce errors.

Smoothing cleaning [4,5] algorithm that can be applied to many fields, for example, SWAB is a stream data cleaning algorithm based on linear interpolation. SMA [6] is a smoothing algorithm used to predict future sequence data based on averages. All smoothing algorithms will also change the correct data in the original sequence.

Statistics-based cleaning algorithm [6-8] calculates the confidence interval of different fields according to statistics to determine abnormal points. The repair strategy in the cleaning algorithm is always determined by the previous data, making the cleaning result unconvincing.

Constraint-based cleaning algorithm [4,5,9-12] establishes constraint rules conforming to historical experience to detect abnormal points according to the characteristic of speed change rate of time series data. Although the optimal repair solution is determined from the repair candidate set, the cleaning ability is improved to a certain extent. However, a constant constraint is set in advance, which makes it unable to process the data with uneven speed fluctuations. Therefore, this paper proposes a cleaning algorithm based on dynamic constraints.

3. Overview

This section defines the problem of the time series data cleaning method based on dynamic speed constraints.

3.1 Problem Description

Form a complete time series data as \(x = x[1], x[2], \ldots, x[n]\), where the data corresponding to the \(i\)-th moment is represented as \(x[i]\). In order to complete the streaming calculation, the entire time series data is minimally divided by setting a window with a size of \(w\) data. For the data in the \(i\)-th window, ELM is used to learn the relationship between the past data and speed change rate to predict the speed change rate \(L[i]\) corresponding to the data contained in the \(i\)-th window. In order to accurately detect anomalies, window \(i\) needs a maximum value in the loss set obtained from the verification set during the prediction process as the error coefficient \(\theta\), which converts the speed change rate into a speed change range \((s[i]_{\min}, s[i]_{\max})\), where \(s[i]_{\min} = L[i] - \theta\), \(s[i]_{\max} = L[i] + \theta\). For the correct data \(i\) and \(j\) in the same window \(a\), the formula (1) must be satisfied:

\[
\frac{x[j] - x[i]}{t[j] - t[i]} \in [s[a]_{\min}, s[a]_{\max}]
\]

**Theorem 3.1.** When a certain data \(i\) cannot satisfy formula (1), it is detected as an abnormal point.

One of the indicators to measure the repair effect is the repair distance, which is the sum of the changes between the sequence to be tested \(x\) and repair sequence \(x'\), as shown in formula (2):

\[
\Delta(x, x') = \sum_{x[t] \in x} |x[t] - x'[t]|
\]
Theorem 3.2. Each repair value must conform to formula (1), and all repair values are guaranteed to be the minimum value of formula (2).

Another indicator to evaluate the repair effect is the root mean square error (RMS) between the repair value \(x'\) and true value \(r\), which is called the loss value:

\[
RMS = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x'_i - r_i)^2}
\]

(3)

3.2 Analysis of CDDC and SCREEN

In real life, for data with sharp fluctuations, dynamic speed constraints are better than fixed constraint for data repair. For example, the daily electricity consumption of most family is mainly concentrated at night. For activities at night such as lighting, cooking, watching TV, showering etc., a large number of electrical appliances might work simultaneously, so the changing speed of electricity consumption will increase rapidly. Meanwhile, the change fluctuates greatly because of different electrical appliances with different work and power. During the daytime when only a small number of electrical appliances work, the rate of electricity consumption tends to be constant, and will be much lower than the one at night. If the maximum speed is selected as the speed constraint to repair the electricity consumption data of daytime, only abnormal points with significant deviations can be detected. Actually, existing methods typically choose the maximum speed as the fixed constraints. Although the representative SCREEN algorithm also adopts the window mechanism to assist speed constraint, the speed constraint in this case cannot be applied globally by only adjusting the window size. The reason is that even if the window is set to the minimum (i.e., \(w = 1\)), when a large number of users work at the same time, the instantaneous electricity consumption is much higher than the constant speed. Consequently, it is necessary to adopt the dynamic speed constraint. An example is used to illustrate why the changing speed constraint works, where the data is from the household electricity meter data of a residential area.

Example 1. Let \(x = \{1.0, 1.5, 2.0, 2.5, 10, 15.0, 0, 30.0, 33.5\}\) to be an original sequence, and suppose its corresponding true value sequence is \(r = \{1.0, 1.5, 2.0, 2.5, 3.0, 15.0, 27.5, 30.0, 33.5\}\), whose timestamp is \(t = \{80, 81, 82, 83, 84, 85, 86, 87, 88\}\). Let \(L = \{0.42, 0.51, 0.49, 0.58, 11.97, 12.59, 2.42, 2.58\}\) be the set of predicted speed constraint with the error coefficient \(\theta = 0.1\) and the window length \(w = 1\). Then, we can obtain a set of constraints \(s = \{(0.32, 0.52), (0.41, 0.61), (0.39, 0.59), (0.48, 0.68), (11.87, 12.07), (12.49, 12.69), (2.32, 2.52), (2.48, 2.68)\}\). It can be seen that the timestamp distance between data points \(x[4]\) and \(x[5]\) in the sequence is \(t[5] - t[4] = 1 \leq w\), and the speed \(\frac{10 - 2.5}{84 - 83} = 7.5 \notin s[4]\). Similarly, data points \(x[6]\) and \(x[7]\) with speed \(\frac{0 - 15}{87 - 86} = -15 \notin s[6]\).

As illustrated in Fig. 1, based on the analysis above, data points \(x[5]\) and \(x[7]\) will be considered as points violating constraints that need to be repaired, and the repair results of the two data points are as follows: \(x'[5] = 2.98, x'[7] = 27.49\). Therefore, the repair distance of sequence \(x\) is \(\Delta(x, x') = \sum_{|i| \in x} |x_i - x'_i| = 35.97\), its loss value is \(RMS = 0.00707\).

However, if the existing methods like SCREEN are used, the abnormal points cannot be detected. The process is shown in Fig. 2. To ensure the best repair effect of SCREEN, the window length is set to 1. The maximum of the speed \(s_{\text{max}} = 12.5\) is selected as the constraint. Because \(0 < t[5] - t[4] \leq w\) and \(0.5 \leq \)
\[
\frac{x_6-x_4}{t_6-t_4} \leq 12.5, \text{ as well as the next window is still satisfied the condition } 0 < t_6 - t_4 \leq w \text{ and } 0.5 \leq \frac{x_6-x_4}{t_6-t_4} \leq 12.5, \text{ the exception point } x_5 \text{ here is considered to be correct without any repair. Although an abnormal point } x_7 \text{ can be detected, their loss value is greater, RMS = 4.33654. Obviously, the proposed CDDC algorithm has a better repair effect.}
\]

![Fig. 1. Detection process of CDDC algorithm.](image1)

![Fig. 2. Detection process of SCREEN algorithm.](image2)

4. Streaming Computing

Data detection and repair often need to obtain a complete sequence. In order to be able to support streaming computing, the window mechanism [9,13] should be considered.

Design a dual-window mechanism consisting of a prediction window and a detection window to achieve simultaneous online prediction and detection of data through streaming computing. First use the data in the historical prediction window as the training set of the machine learning model for training and learning, and then use the data in the next prediction window as the test set to predict the corresponding speed change rate, and always use all the current prediction windows as the training set of the next prediction window to make the predicted value closer to the characteristics of the current time series data, while discarding the data of the first historical prediction window to keep the size of the training set.
unchanged. Each predicted speed change rate in the prediction window has one and only one corresponding detection window. According to formula (1), the detection window judges whether its data meets the dynamic speed constraint, which is calculated from the speed change rate obtained by the prediction window through the error coefficient $\theta$.

5. Dynamic Speed Constraints

This section will elaborate on how to establish a dynamic constraint model.

5.1 Single Rate of Change

The speed change rate is an index that measures how fast or slow the velocity changes between two data points in unit time. Therefore, considering the characteristics of the speed change rate and the extreme value range based on the change of the speed change rate, a constraint can be calculated to clean the data. For example, if $x = \{60, 59.33, 76, 57.99, 57.32\}$ is the data of the remaining fuel in the truck's fuel tank at the corresponding timestamp $t = \{1, 2, 3, 4, 5\}$, it can be known from experience that fuel consumption cannot be negative and should not more than 0.67 L/min. Therefore, the range of speed change rate is 0–0.67. Obviously, $x_{[3]}$ is not within the reasonable range, so it is an abnormal point.

In the scenario above, the data stream usually has relatively stable speed constraint like 0–0.67. However, only applying a constant speed constraint is not enough to detect some abnormal data with subtle changes for data facing large fluctuations in the speed change rate.

5.2 Optimization of ELM Algorithm

ELM is chosen as the neural network model for real-time prediction of speed change rate in order to achieve dynamic speed constraints. On the basis of the original ELM, a secondary prediction strategy is introduced to improve the accuracy of the prediction of the speed change rate. Specifically, it can be described as: train ELM, then put the existing verification set and test set into the trained ELM for testing, and replace the data with poor prediction in the training set with data with better prediction in the verification set, the changed set is used for training again.

Expressed in mathematical form: Suppose $X = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ is the current training sample, and the training sample includes the training set $X_{\text{train}} = \{(x_i, y_i) | i = 1, 2, \ldots, m\}$ and the validation set $X_{\text{validation}} = \{(x_s, y_s) | s \in (m, n)\} (m < n)$ two parts, $Y = \{x_1, x_2, \ldots, x_d\}$ are the test samples. First use ELM to learn the training set $X_{\text{train}} = \{(x_i, y_i) | i = 1, 2, \ldots, m\}$, and respectively predict the training set and the validation set again to obtain $X'_{\text{train}} = \{(x_i, y'_i) | i = 1, 2, \ldots, m\}$ and $X'_{\text{validation}} = \{(x_s, y'_s) | s \in (m, n)\} (m < n)$, compare all the prediction results with the real results one by one, and get the loss value set of each predicted data point $L = \{L_i | L_i = |y_i - y'_i|, i = 1, 2, \ldots, n\}$. When $x_i = x_s$, there is

$$\begin{align*}
y_i = \begin{cases} y_s, & L_i > L_s \\ y'_i, & L_i < L_s \end{cases}
\end{align*}$$

(4)

The changed set $X_{\text{train}}$ is taken as a training sample for the second training, and the sample $Y$ of the test set is predicted according to the trained prediction model.
5.3 Speed Change Domain

After ELM prediction, the speed change rate of the data points in each window is obtained. Because ELM is a single hidden layer neural network, even after improvement, its prediction result is still difficult to be completely equal to the true value, so the speed change rate cannot be used to directly clean the data as a constraint. Compared with a single point value, it is more inclined to use the threshold value as a constraint in the cleaning process, that is, the speed change rate is mapped into an interval through the error coefficient \( \theta \) as the speed change domain \( s_i (s_i[\min], s_i[\max]) \). The calculation of the error coefficient \( \theta = \max(L_{\text{validation}}) \) is the loss value set \( L_{\text{validation}} = \{L_1, L_2, \ldots, L_n\} \) obtained from the prediction results of the current validation set to determine its maximum value according to the minimum change principle as the error coefficient \( \theta \). The calculation formula of the speed change domain is:

\[
\begin{align*}
    s_i[\min] &= L_i - \theta \\
    s_i[\max] &= L_i + \theta
\end{align*}
\]

6. Data Repair

The repair in traditional methods represented by SCREEN [14] is only effective for intermittent abnormal points. This section proposes effective repair methods for consecutive abnormal data and provides theoretical proofs.

6.1 Repair of A Single Abnormal Point

For a single abnormal point \( x_k \), based on the relationship with other data points after \( x_k \) in the window \( n \), the dynamic rule is used as the constraint condition for repair, and the median theorem is used to determine that \( x_k^{mid} \) in the set of repair candidates \( (X_k^{\min} \cup X_k^{\max} \cup \{x_k\}) \) is the optimal repair value, and the calculation formula of the repair candidate value is expressed as:

\[
\begin{align*}
    X_k^{\min} &= \{x_i + s_i[\min](t_k - t_i)|t_k < t_i < t_k + w, 1 \leq i \leq n\} \\
    X_k^{\max} &= \{x_i + s_i[\max](t_k - t_i)|t_k < t_i < t_k + w, 1 \leq i \leq n\}
\end{align*}
\]

According to \( x_{k-1}' \) that has been repaired before, another repair candidate set of \( x_k \) can be determined, that is, the optimal repair value determined by formula (6) should be included in the repair candidate range \( [x_k^{min}, x_k^{max}] \) calculated by \( x_{k-1}' \), where

\[
\begin{align*}
    x_k^{min} &= x_{k-1}' + s_i[\min](t_k - t_{k-1}) \\
    x_k^{max} &= x_{k-1}' + s_i[\max](t_k - t_{k-1})
\end{align*}
\]

Based on the monotonicity of the function, once \( x_k^{mid} \notin [x_k^{min}, x_k^{max}] \), the formula for calculating the optimal repair value is as follows:

\[
x_k' = \begin{cases} 
    x_k^{max} & x_k^{max} < x_k^{mid} \\
    x_k^{min} & x_k^{min} > x_k^{mid} \\
    x_k^{mid} & \text{otherwise}
\end{cases}
\]
6.2 Repair of Consecutive Null Value Abnormal Points

It is stipulated that as long as it is satisfied that when \( x_i \) is an abnormal point and \( x'_{i-1} \neq x_{i-1} \), \( x_i \) is always less than \( x'_{k-1} \), then \( x_{k-1} \) to \( x_k \) (1 < \( k < n \)) are called consecutive null value abnormal points, until \( x_{k+n} = \text{median}(X_{k+n, \text{min}} \cup X_{k+n, \text{max}} \cup \{x_{k+n}\}) \) appears, then \( x_{k+n} \) is the correct point, and the consecutive abnormal point ends. It can be seen from Fig. 3(a) that for the abnormal points with consecutive null values, once the repair method of a single abnormal point is applied, the smallest number in the candidate set is always regarded as the optimal repair value, so the repair value will continue to show a downward trend within a period of time, causing a greater deviation from the true value. In addition, when the abnormal data point ends and the correct data point arrives, the method will also repair the correct data point, and slowly approach the true value after a long time. Since the repair method of a single abnormal point is based on minimum change principle, that is, in the process of repairing consecutive null values, the smallest number in the candidate set is always used as the repair value. Therefore, we believe that if the largest number in the candidate set is used as the repair value when the second null value is encountered, the repair value will be closer to the true value faster. So in the repair process, we set a condition, that is, after the value of \( x_{k-1} \) is changed, if the data point \( x_k \) is still an abnormal point, and \( x_k < x'_{k-1} \), then \( x'_k = x_{k-1, \text{max}} \), where \( x_{k-1, \text{max}} \in [x_{k-1, \text{min}}, x_{k-1, \text{max}}] \).

6.3 Repair of Consecutive Normal Value Abnormal Points

If \( x_k \) is a consecutive abnormal point and is always greater than \( x'_{k-1} \), then \( x_{k-1} \) to \( x_k \) (1 < \( k < n \)) are called consecutive normal value abnormal points and need to be repaired until \( x_{k+n} = x'_{k+n} \), indicating that the consecutive abnormal point ends. Contrary to the idea of repairing consecutive null abnormal points, when repairing the second consecutive normal abnormal point in Fig. 3(b), a judgment condition should also be added, that is, after \( x_{k-1} \) is repaired, if the data point \( x_k \) is still regarded as an abnormal point, and \( x_k > x'_{k-1} \), then \( x'_k = x_{k-1, \text{min}} \), where \( x_{k-1, \text{min}} \in [x_{k-1, \text{min}}, x_{k-1, \text{max}}] \).

Fig. 3. Comparison of repair effects: (a) repair effect of consecutive null value abnormal points and (b) repair effect of consecutive normal value abnormal points.

6.4 Effectiveness of Repairing Consecutive Abnormal Points

We formally describe the effectiveness of the improved repair method for consecutive anomaly and the final experiment also verify this.
In order to further demonstrate the reliability of the improved repair method for consecutive null abnormal points, the deviation of the traditional single abnormal point repair method is compared. As shown in Fig. 3(a), data points \( x_1 \)-\( x_3 \) do not need to be repaired and the detection window size is assumed to be 3. Therefore, when \( x_6 \) is determined as an abnormal point, \( x_5 \) is calculated as the candidate repair set of \( x_6 \), that is: \( x_6^{\text{max}} = x_5 + s_{\text{max}} \) \( (t_6 - t_5) = x_5^{\prime} + s_{\text{max}}, \) \( x_6^{\text{min}} = x_5^{\prime} + s_{\text{min}} \) \( (t_6 - t_5) = x_5^{\prime} + s_{\text{min}}. \) According to the data points \( x_7 \), \( x_8 \) and formula (6), \( x_9^{\text{mid}} = \text{median}(\{x_5^{\text{max}}\} \cup \{x_6^{\text{min}}\} \cup x_6) = 0. \) Because of \( x_6^{\text{mid}} < x_6^{\text{min}}, \) so \( x_6 = x_5^{\prime} + s_{\text{min}}. \) According to the above steps, if there are \( n \) consecutive null value abnormal points, then the repair value of the \( n \)-th consecutive null value abnormal point \( x_n^{\prime} = x_5^{\prime} + (n - 5)s_{\text{min}}. \) Now, let us consider the case of using the proposed method of repairing consecutive null value abnormal points. There is still no need to repair \( x_1 \)-\( x_3 \). The repair steps of \( x_6 \) are the same as in the traditional method, namely \( x_6^{\prime} = x_5^{\prime} + s_{\text{min}}. \) When the next point \( x_7 \) is still an abnormal point, and \( x_7 < x_6^{\prime}, \) then \( x_7^{\prime} = x_6^{\prime} + s_{\text{max}} = x_5^{\prime} + s_{\text{min}} + s_{\text{max}}. \) In the same way, it can be deduced that the repair value of the \( n \)-th consecutive null value abnormal point should be \( x_n^{\prime} = x_5^{\prime} + (n - 6)s_{\text{max}} + s_{\text{min}}. \) Thus for traditional method: \( x_n^{\prime} = x_5^{\prime} + (n - 5)s_{\text{min}} = x_5^{\prime} + (n - 5)L_{\{i\}} - (n - 5) \theta, \) while for the improved consecutive null value repair method, \( x_n^{\prime} = x_5^{\prime} + (n - 6)s_{\text{max}} + s_{\text{min}} = x_5^{\prime} + (n - 5)L_{\{i\}} + (n - 7) \theta. \)

When the traditional single abnormal point repair method is used to repair the abnormal point of continuous normal value, \( x_n^{\prime} = x_2^{\prime} + (n - 2)s_{\text{max}} = x_2^{\prime} + (n - 2)L_{\{i\}} + (n - 2) \theta; \) an improved method of repairing continuous normal value abnormalities is applied, then \( x_n^{\prime} = x_2^{\prime} + (n - 2)L_{\{i\}} - (n - 4) \theta. \)

Comparing the deviations produced by repairing two kind of consecutive abnormal points through the traditional method and the improved method respectively shows that the accuracy of the improved method of repairing consecutive abnormal points is always higher by \( 2 \theta. \)

7. Experiment

In this section, the performance of the proposed method CDDC is evaluated according to several groups of experiments based on real datasets. The effectiveness and stability of CDDC are tested mainly by controlling the size of datasets and abnormal proportion.

7.1 Environment Configuration

The entire experiment will be conducted on a PC with the following configuration: 32 GB RAM, Core i7-8750H 2.20 GHz CPU, Windows 10 operating system. Java language is used for implementation. The dataset used is the New York cab usage dataset, this public dataset is easier to obtain compared to such datasets as electricity meter data, aircraft flight parameters, etc., at the same time, it is similar to the above difficult to obtain datasets in terms of data fluctuation and has a certain representativeness, so it is chosen to represent most of the data with uneven speed change as the dataset for this experiment.

7.2 Evaluation of Cleaning Methods

This section mainly compares the cleaning method CDDC proposed in this paper with the traditional cleaning method SCREEN on a representative public dataset, and proves that the former has a better effect on cleaning time series data.
In order to have a certain data prediction ability, we first analyze and compare the current popular machine learning methods from two aspects of loss value RMS and time cost [15,16]. As shown in Fig. 4(a) and 4(b), the loss values of Back propagation neural network (BP neural network) [17], extreme learning machine with forgetting mechanism (FOS-ELM) [18], extreme learning machine with online (OR-ELM), variants of extreme learning machine with online (NFOS-ELM) are at the peak when the dataset size is 192, 94, 384, and 672, respectively, that is, when the dataset is small, the prediction effect of the above model is poor. As for NAOS-ELM, although its loss value is always low, it cannot be applied to our algorithm because the prediction effect fluctuates too much. Only the loss value predicted by ELM as a whole is in the acceptable range and has the lowest time consumption. It is worth mentioning that the larger the dataset, the smaller the time cost required, so ELM better meets our requirements for data prediction.

![Fig. 4. Comparison of the effect of data prediction: (a) error of prediction models, (b) time cost of error of prediction models, (c) error of ELM and its optimization, and (d) time cost of ELM and its optimization.](image)

Based on the concept of the validation set, the ELM is optimized by quadratic prediction, which achieved more accurate data prediction, and the effectiveness of the optimization is proved through experiments. The optimized ELM in Fig. 4(c) is always lower than the original ELM in terms of loss value. Moreover, when the training set is small, the optimized ELM predicts better. As shown in Fig. 4(d), when the dataset is small, there is little difference in time between the two algorithms; when the dataset is large, although the optimized ELM consumes slightly more time than the original ELM, the predicted delay is within a reasonable range.

Fig. 5(a) plots the curve of the accuracy of data detection between the CDDC proposed in this paper and the traditional approach SCREEN [19]. Comparing the two shows that the CDDC has a better
detection effect on abnormal points; Fig. 5(b) shows that although the blue curve representing the time consumed by CDDC is always above the yellow curve representing the time cost of SCREEN, and the larger the dataset, the more time it consumes, but this is because the optimized ELM requires one more training. The overall time-consuming is large, which can be solved by window adjustment. Therefore, CDDC still has a higher cleaning capacity.

![Fig. 5](a) Performance comparison of CDDC and SCREEN: (a) accuracy comparison of CDDC and SCREEN and (b) time cost comparison of CDDC and SCREEN.

![Fig. 6](a) Comparison between improved repair methods and traditional repair methods: (a) error of improved repair method and traditional repair method under different data size, (b) repair distance of improved repair method and traditional repair method under different data size, (c) error of improved repair method and traditional repair method under different abnormal ratios, and (d) repair distance of improved repair method and traditional repair method under different abnormal ratios.
Fig. 6(a) and 6(d) and Fig. 6(b) and 6(c) compare and describe the two indexes of loss value and repair distance between the improved repair method and the traditional repair method [20] from the perspective of the size of dataset and the proportion of abnormal points. The experimental results show that the improved method can repair the consecutive abnormal points more accurately.

8. Process of Algorithm

Due to the limited space of the paper, some specific steps cannot be reflected in the paper. In order to make readers understand and reproduce, the modules, steps and processes of CDDC algorithm implementation are provided here, as shown in Fig. 7.

Fig. 7. Overview of the CDDC algorithm.

9. Conclusion

This paper proposes a data cleaning algorithm based on dynamic rule constraints that can be applied to data with uneven speed. In this algorithm, the training optimization of ELM and the error coefficient obtained based on the verification set are used to calculate the dynamic constraints, so as to improve the accuracy of anomaly detection. The repair method based on the extreme of the repair candidate set plays
an active role in dealing with different types of consecutive abnormal points. The final experiment shows that the cleaning algorithm in this paper is more effective than other current algorithms in detecting and repairing anomalies.

There are still some deficiencies in this method, after which we will continue to conduct in-depth research on the following two aspects in the future [21-26]. (1) Continue to optimize the repair method of consecutive abnormal points. Although the repair algorithm in the paper has a part of improvement in performance, its repair effect in practice is not very satisfactory, and there is still much room for improvement. (2) Optimize the prediction algorithm. Although the algorithm has been optimized, the prediction results still have some deviation from the true value and the effect is not very satisfactory.
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