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Abstract
This paper proposes two novel methods to model and simulate a mobile Internet of Things (IoT) system using the discrete event system specification (DEVS) formalism. In traditional simulation methods, it is advantageous to partition the simulation area hierarchically to reduce simulation time; however, in this case, the structure of the model may change as the IoT nodes to be modeled move. The proposed methods reduce the simulation time while maintaining the model structure, even when the IoT nodes move. To evaluate the performance of the proposed methods, a prototype mobile IoT system was modeled and simulated. The simulation results show that the proposed methods achieve good performance, even if the number of IoT nodes or the movement of IoT nodes increases.

Keywords
Discrete Event System Specification, Mobile IoT System, Modeling and Simulation

1. Introduction

Internet of Things (IoT) systems are widely used in many different ways. There are various methods available to analyze the performance and to verify the operation of these systems; one of the most common is modeling and simulation. There are many modeling and simulation methods [1-4], including the Discrete Event System Specification (DEVS) formalism [3,4], which are typically used for discrete event systems. The DEVS formalism can be used to model and simulate IoT systems because they are discrete event systems. This formalism defines a system in a modular and hierarchical manner. It specifies the structure of the system using coupled models, and the behavior of the system using atomic models. Thus, the DEVS formalism can fully represent a system [4-6].

One of the most difficult tasks in the simulation of IoT systems is simulating the broadcasting property of wireless communication. Im et al. [7] proposed a useful method to simulate “stationary IoT systems” in which the locations of IoT nodes are fixed. In this method, the simulation target area is recursively partitioned into smaller areas to reduce the number of events generated while simulating wireless communication between IoT nodes. However, the method has difficulty simulating a “mobile IoT system” in which IoT nodes move freely, and the simulation time increases greatly. The reason it is difficult to simulate a mobile IoT system is that the structure of the simulation model may change as the
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IoT node moves. To address the difficulties, many studies have been attempted to formally express these systems by extending the DEVS formalism [8-13]. However, even modelers familiar with formal modeling methodologies, including the DEVS formalism, may find another difficulty in learning and understanding the new formalism. It is also a burden to adapt to a new modeling and simulation environment implementing the new formalism.

This paper proposes two practical solutions for simulating a mobile IoT system using the DEVS formalism. For simplicity, we assume here that IoT nodes can only receive communication messages, but the proposed methods can be easily extended and applied even if IoT nodes transmit messages.

2. Previous Work

When an IoT system is simulated using the DEVS formalism, external transition events can be massively over-generated, and the simulation time increases accordingly. The fundamental reason for this over-generation is that an IoT node communicates wirelessly with other nodes in many IoT systems. In the real world, when a device transmits a wireless packet, the packet is only transferred to neighboring IoT nodes, because the transmission power of the device is limited. In modeling and simulating this situation, however, external transition events representing the packet would be transferred to every IoT model (Note that the names of the DEVS models appear in bold italics). This is because the model of the transmitter device does not know the locations of the receiver IoT nodes due to the modular nature of the DEVS formalism. After receiving the external transition event, an IoT model can decide whether or not the IoT node associated with the model receives the wireless packet in the real world by using the location information of the transmitter contained in the external transition event message. If the associated IoT node can receive the packet, the IoT model processes the event; otherwise, the IoT model discards the event. The problem is that every IoT model should always process these external events, regardless of whether the associated IoT node is able to receive the packets. Thus, the number of over-generated external transition events tends to be enormous.

In [7], we proposed the hierarchical partitioning (HP) method to reduce the over-generated external transition events for stationary IoT systems, in which the locations of IoT nodes are fixed. The method comprises two key ideas.

First, to exploit the hierarchical and modular nature of the DEVS formalism, the entire simulation target area is recursively partitioned into smaller areas, and then each area is modeled as an Area coupled model. Fig. 1(a) shows an example. The entire area in the top layer is partitioned again four sub-areas in the middle layer, and each of these sub-areas is partitioned into four smaller sub-areas in the bottom layer. Consequently, the entire simulation target area is partitioned into \( N^{L-1} \) sub-areas by this process, where \( N \) is the number of sub-areas in each partition process, and \( L \) is the number of layers (including the original area). Each Area coupled model, except those in the bottom layer, contains \( N \) children Area coupled models. A bottom-layer Area coupled model includes IoT models instead of Area coupled models. Note that because the number of IoT nodes in a restricted area is not fixed, the number of IoT models in a bottom-layer Area coupled model is also not fixed.

Second, an Acceptor atomic model is employed in the Area model. The role of the Acceptor model is the selective forwarding of external transition events, which are produced for simulating wireless communication, to every sibling model (Area model or IoT model on the same level). Namely, when
receiving such an external transition event, an *Acceptor* model determines whether or not any descendent *IoT* models of its parent *Area* model can receive the broadcasted communication packet represented by the external transition event. If they can, the *Acceptor* model forwards the event to every sibling model; otherwise, it discards the event. For this purpose, an *Acceptor* atomic model stores the coverage of its parent *Area* model. The coverage of an *Area* model is defined as the position of the partitioned area, which is specified by the *Area* model. Because a coupled DEVS model cannot specify behavior nor store information, the *Acceptor* atomic model was devised and included in each *Area* coupled model, except for that in the top layer, as shown in Fig. 1(b). Using the above methods, the number of external transition events is drastically reduced, and the simulation time is correspondingly decreased.

![Diagram of hierarchical partitioning and Area model](image)

**Fig. 1.** (a) Hierarchical partitioning of the simulation area and (b) structure of an *Area* model from [7].

### 3. Proposed Methods

This section proposes two novel methods to model and simulate a mobile IoT system using the DEVS formalism. Here the locations of IoT nodes are changed during the simulation time. Our study is based on the HP method, with the IoT nodes moving among the partitioned areas. Because the HP method is devised for a stationary IoT system, it has an underlying limitation for simulating mobile IoT systems. First, we explain the limitation and then propose two novel methods to overcome it.

#### 3.1 Limitation of the HP Method

The DEVS formalism separately specifies the behavior and structure of a system by using atomic models and coupled models, respectively. This is of great benefit for complexity control in modeling and simulation. Unfortunately, however, this becomes a major barrier for simulating mobile IoT systems using the HP method.

To model an IoT system using the DEVS formalism, it is natural that each IoT node is specified by an atomic or a coupled model as in [7], since an IoT node displays a complex, dynamic behavior in processing wireless communication packets. In [7], each partitioned area was modeled with an *Area* model, and an IoT node located in a partitioned area was modeled as a component model of the *Area* model for that specific area. Thus, if an IoT node moves from one area to another, the components of the *Area* models specifying the two areas must be updated. This means that the structure of the coupled
model must be changed. In the DEVS formalism, the model structure is specified statically, so it is
difficult to reflect the dynamism. Many modeling methodologies have been proposed to address
dynamism in the model structure [8-13]. These methods are extensions of the DEVS formalism.
However, even modelers familiar with formal modeling methodologies, including the DEVS formalism,
may have difficulty learning and understanding a new formalism. It is also a burden to adapt to a new
modeling and simulation environment implementing the new formalism.

3.2 The Variable Coverage Method

To overcome this limitation, we propose a simple solution referred to as the variable coverage (VC)
method. The method is built by modifying the HP method. The main difference is that the coverage of
an Area model is no longer fixed. With the VC method, the coverage is dynamically changed when one
of the descendent IoT models of the Area model moves to a different location. For that, the Acceptor
model is modified to manage the coverage of its parent Area model. For simplicity, the coverage is
represented by a rectangle in which all IoT nodes included in the Area model are placed. Whenever a
descendent IoT model of an Area model moves to a different location, the Acceptor model included in
the Area model updates the coverage.

Unfortunately, the VC method has a disadvantage. As one can predict, even if only a single IoT model
roams the entire simulation area, the coverage of its ancestor Area models could be expanded to the entire
simulation area; thus, the benefits of hierarchical partitioning of the simulation area would be reduced.

3.3 The Active Event Method

This section proposes a practical and efficient solution for the simulation of mobile IoT systems
referred to as the active event (AE) method. The key idea of this method is to specify IoT nodes as
external transition events instead of models. In this way, wireless communication can be efficiently
simulated without changing the structure of the coupled models.

The AE method was developed in response to the following points. First, to model the complex and
dynamic behavior of an IoT node, it is natural to specify an IoT node by a model. However, the structure
of the simulation model might not remain fixed during the simulation. Second, an external transition
event can be moved freely between models in the DEVS formalism. Finally the DEVS abstract simulator
algorithm [14,15], implemented in DEVS simulation environments, interprets the dynamics of a typical
DEVS model. Within DEVSim++ [14,15], a well-known DEVS simulation environment, each model is
associated with a corresponding abstract simulator in a one-to-one manner. There are two types of
abstract simulators: a simulator for an atomic model and a coordinator for a coupled model.

From these points, we developed two ideas: (1) if an IoT node is modeled using the DEVS formalism,
but implemented as an external transition event rather than a model, the movement of the IoT node can
be simulated while preserving the structure of the coupled models; and (2) if the Area model on the
bottom layer has the simulator algorithm embedded, it can interpret the behavior of the IoT node
implemented as an external transition event. To perform the second idea efficiently, Area coupled models
are replaced with Cell atomic models, explained later. An advantage of this method is that an IoT node
is still specified by the atomic model’s DEVS formalism until it is transformed into an event. In other
words, we can reduce unnecessary external transitions in the simulation of wireless communication while
maintaining the benefits of the DEVS formalism.
The transformation from an IoT model to an external transition event is easily accomplished. In the DEVS formalism, an atomic model is specified by a set of input ports, a set of output ports, a set of state variables, an external transition function $\delta_{ext}$, an internal transition function $\delta_{int}$, an output function $\lambda$, and a time advance function $ta$. With this transformation, the input and output port sets are omitted. However, even though the IoT is no longer an atomic model, the state variables set as well as the four characteristic functions are preserved.

Fig. 2 shows the structure of the *Cell* atomic model, which replaces the *Area* coupled model on the bottom layer in the VC method. The external transition function of the *Cell* model receives two types of external transition events. The first type represents the migration of an IoT node from a neighboring *Cell* model. For migration, a *Cell* model is connected to four neighboring *Cell* models through north, east, west, and south input/output ports. When an external transition event containing an IoT node arrives at a *Cell* model through $N_{in}$, $E_{in}$, $W_{in}$ or $S_{in}$ ports, the external transition function of the *Cell* model adds the IoT node to the $IoT_{pool}$, a state variable of the *Cell* model. As a result, the $IoT_{pool}$ stores all the IoT nodes located in the partitioned area specified by the *Cell* model. The second type of external transition event indicates the arrival of a wireless communication packet. These events arrive through the $P_{in}$ input port. When an event of this type arrives at a *Cell* model, the external transition function of the *Cell* model forwards the event to each IoT node stored in its $IoT_{pool}$. The external transition function of the IoT node is then executed to simulate wireless communication.

Fig. 2. Structure of the *Cell* model.

When an IoT node stored in the $IoT_{pool}$ needs to move from the corresponding partitioned area to one of the neighboring partitioned areas, an internal transition of the IoT node is scheduled. The scheduled time is announced to the *Cell* model by using the time advance function of the IoT node. This function of the *Cell* model then sets its next event time to the minimum value of the announced IoT nodes’ scheduled times stored in the $IoT_{pool}$. When an internal transition event arrives at a *Cell* model, the output function of the *Cell* model is executed first. This function invokes the output function of the imminent IoT node, this is the IoT node that has the minimum scheduled time, attaches this node to the external transition event, and sends the event to the $N_{out}$, $E_{out}$, $W_{out}$, or $S_{out}$ port. Finally, the internal transition functions of the *Cell* model is executed. This function invokes the internal transition function of the imminent IoT node, removes this node from the $IoT_{pool}$, and schedules the next internal transition.
4. Experiments and Analysis

To evaluate the performance of the proposed VC and AE methods, the mobile IoT system described in Section 2 was implemented and simulated using DEVSim++ [14,15]. The HP method is excluded from these experiments because it is fundamentally inadequate for simulating mobile IoT systems. To express the main idea of the proposed method as simple as possible, we set $N = 4$ and $L = 3$ in this simulation. That is, the top-level area, i.e., the whole simulation target area, was partitioned into four middle-level sub-areas, and then each of the middle-level sub-area is partitioned again into four bottom-level sub-areas as shown in Fig. 1(a). However, these parameters may vary depending on the number of simulated mobile IoT nodes and the characteristics of the application.

The actual simulation time may vary according to environmental conditions. Thus, we measured the total number of external transition events. The average number was computed over 10 simulation runs in which a total of 1,000 wireless communication packets were generated.

Two major factors affect the number of external transition events generated by wireless communication. The first is the number of IoT nodes. Although the number of wireless communication packets is fixed, the number of external transition events depends on the number of IoT nodes receiving each packet. The second is the mobility of the IoT nodes. The mobility of an IoT node indicates the probability that the node migrates from the current $Area$ model to one of the neighboring $Area$ models. In this experiment, an IoT node had between 100 and 200 opportunities to move its location during a simulation run. If the mobility is 0.3, an IoT node migrates to a neighboring $Area$ model in 30% of the opportunities. Recall that the $Area$ model in the VC method and the $Cell$ model in the AE method send an external transition event representing a wireless communication packet to all children models, even if only one of the children models is located in the communication range of the packet. As IoT nodes move, the coverage of an $Area$ model grows, and the number of external transition events for simulating wireless communication also increases. On the other hand, the coverage of a $Cell$ model is fixed during the simulation, although the number of IoT nodes included in the $IoT_pool$ of the $Cell$ model might change. Therefore, in the AE method, as the mobility increases, the number of external transition events representing wireless communication is almost unchanged, but the number of external transition events representing the movement of IoT nodes increases. Note that the smaller the increase in the number of external transition events with increasing number of nodes, the better the algorithm is at reducing the simulation time.

4.1 Experiment 1: Number of External Transition Events vs. Number of IoT Nodes

In the first experiment, we compared the performance of the VC and the AE methods as a function of the number of IoT nodes. The number of IoT nodes was varied from 100 to 1,000 in steps of 100. The mobility was set to its maximum value of 1, to maximize the effect of the movement of IoT nodes on the simulation time.

Fig. 3 shows the results of Experiment 1. As the number of IoT nodes increases, the AE method can significantly reduce the number of external transition events compared to the VC method. The number of external transition events generated by the VC method increases slowly when the number of IoT nodes is small, but then increases rapidly after the number of IoT nodes reaches a certain threshold (400 in this experiment). In contrast, using the AE method, as the number of IoT nodes increases, the number of external transition events generated increases almost linearly.
4.2 Experiment 2: Number of External Transition Events vs. Mobility of IoT Nodes

In the second experiment, the performance of the proposed methods was tested as a function of mobility. We increased the mobility from 0.1 to 1.0 in steps of 0.1, and set the number of IoT nodes to 800 for all simulation runs. For completeness, a trivial simulation method that does not partition the simulation area was compared with the proposed methods.

Fig. 4 shows the results of Experiment 2. As the mobility of IoT nodes increases, the number of external transition events in the AE method hardly increases. This is because the number of external transition events due to the movement of IoT nodes increases, but the number of external transition events due to wireless communication packets hardly changes. In contrast, the number of external transition events in the VC method increases with increasing mobility. Note that in the non-partitioning method, an external transition event representing a wireless communication packet is forwarded to all IoT nodes. Thus, in this method the number of external transition events does not depend on the mobility, and provides an upper limit of the number of external transition events. With low mobility, the VC method performs only slightly worse than the AE method. However, as the mobility increases, the performance of the VC method rapidly degrades.
5. Conclusion

In this paper, we proposed two novel methods for modeling and simulation of mobile IoT systems using the DEVS formalism. These methods are based on hierarchical partitioning of the simulation area. In the VC method, each partitioned area is specified by an Area coupled model, and each IoT node is also specified by a DEVS model. To simulate the movement of IoT nodes between the partitioned areas, the coverage of the Area model is dynamically extended. In the AE method, each sub-area within the bottom layer of the partition hierarchy is specified by a Cell atomic model and each IoT node is represented by an external transition event. The coverage of the Cell model is fixed, while the IoT nodes move between the partitioned areas. An advantage of the AE method is that an IoT node is still specified by the atomic DEVS formalism until it is transformed into an event. Experimental results show that the AE method always outperforms the VC method. If the number of IoT nodes is small and the mobility of IoT nodes is low, the performance gap between the two methods is small. However, as the number of IoT nodes or the mobility of IoT nodes increases, the AE method provides much better performance. So, we conclude that the AE method is a powerful method for simulating mobile IoT systems, but that the simpler VC method is useful when the number of IoT nodes is small or the mobility of IoT nodes is low.

Although the proposed methods focus on mobile IoT systems in this paper, they can be used for many other applications that suffer from a long simulation time due to dynamic changes in the model structure. We are currently developing an intelligent traffic information system. The proposed AE method is being utilized to evaluate the performance of the system. In the future, we would like to apply the proposed method to many other applications.
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