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Abstract
A convolution neural networks (CNNs) has demonstrated outstanding performance compared to other algorithms in the field of face recognition. Regarding the over-fitting problem of CNN, researchers have proposed a residual network to ease the training for recognition accuracy improvement. In this study, a novel face recognition model based on game theory for call-over in the classroom was proposed. In the proposed scheme, an image with multiple faces was used as input, and the residual network identified each face with a confidence score to form a list of student identities. Face tracking of the same identity or low confidence were determined to be the optimisation objective, with the game participants set formed from the student identity list. Game theory optimises the authentication strategy according to the confidence value and identity set to improve recognition accuracy. We observed that there exists an optimal mapping relation between face and identity to avoid multiple faces associated with one identity in the proposed scheme and that the proposed game-based scheme can reduce the error rate, as compared to the existing schemes with deeper neural network.

Keywords
Face Recognition, Game, ResNet Networks

1. Introduction
The main focus of face recognition is to improve accuracy [1]. To date, the face recognition algorithm based on convolutional neural network (CNN) [2], keeps refreshing the recognition accuracy, which includes LeNet [3], AlexNet [4], VGGNet [5], ZFNet [6], GoogLeNet [7], ResNet [8], and DenseNet [9].

The LeNet model is one of the best networks for the elementary convolution neural network, including the convolution, pooling, and fully connected layers. Since then, the basic architecture of CNN has been defined as a convolution layer, pooling layer, and fully connected layer [10,11]. The AlexNet model applies the basic principles of CNN to a deep and wide network. It successfully applies the trick in CNN to improve performance, such as ReLU, dropout, and LRN (local response normalization). Meanwhile, AlexNet also relies on a GPU for operation acceleration. Researchers change the network structure or convolution kernel to improve the algorithm performance, such as ZFNet, VGGNet, and GoogleLeNet.

The ResNet proposed by He et al. [8] in 2015 outperformed all other algorithms on ISLVRVC and COCO datasets and won the ILSVRC15 championship. The ResNet solves the network degradation problem, which refers to the issue of saturating or declining network accuracy owing to increasing network depth.
As inspired by ResNet, DenseNet was proposed in 2017, which was a feature map directly merged from different layers. However, it consumes a significant amount of memory in training due to its poor implementation. AlexNet, ZFNet, and VGGNet have inferior performance than GoogleLeNet and ResNet. Meanwhile, ResNet designed a residual module to solve the problem of vanishing gradient to allow training deeper network.

In this study, we propose a face recognition model based on ResNet and game for roll-call in the classroom. The model recognises all face identities in an image, with the network output being a list of identities with confidence scores to recognise a face image. We take identities with confidence values greater than 0.6 as the attendance set, and the others as the undetermined set. Game theory obtains the Nash equilibrium to construct the optimal identity combination and to determine the attendance status of students in the uncertain identity set.

The rest of this paper is organised as follows. A brief ResNet network overview is presented in Section 2. Section 3 describes the face recognition model based on the ResNet network and game for roll-call in the classroom. In Section 4, the experimental results illustrate how the model benefits in terms of face recognition accuracy rate. Finally, Section 5 concludes the paper.

2. ResNet Network

In mathematical statistics, residual refers to the difference between the actual observed value and the estimated value (fitting value). Researchers have introduced the concept of residual into convolutional neural network to construct the residual network. The main characteristic is its easy network optimisation [12] and ability to improve the accuracy by increasing the depth. The internal residual block uses a jump connection, which alleviates the vanishing gradient problem [8,13] caused by the increasing network depth [14].

If the later layers are identity mapping, the model will degenerate into a shallow network. To address this problem, the residual network learns the identity mapping function to allow some layers to fit a potential identity mapping function $H(x) = x$. The residual network design structure is $H(x) = F(x) + x$, as shown in Fig. 1. We can convert it into learning a residual function, $F(x) = H(x) - x$. If the function satisfies $F(x) = 0$, it forms an identity mapping $H(x) = x$. The mapping of the network with residual is more sensitive to the output change, and greater output change adjustment corresponds to greater weight, leading to better training effect. The idea of residuals is to remove the same main body, thereby highlighting small changes.

![Fig. 1. Structure of the residual network.](image-url)
3. ResNet-Based Roll-Call System with Game Theory

The proposed method uses the Inception_Reset2 network for training face sample data (Labeled Faces in the Wild [LFW]) to obtain a recognition model. The Inception_Reset2 network structure is shown in Fig. 1. The structures of Inception_Resnet_A, Inception_Resnet_B, and Inception_Resnet_C in the Inception_Reset2 structure are illustrated in Figs. 2, 3, and 4, respectively. The classical inception module

![Fig. 2. Structure of Inception_Resnet_A.](image)

![Fig. 3. Structure of Inception_Resnet_B.](image)
has three filters that perform convolution operations on the input, which are different in sizes: $1 \times 1$, $3 \times 3$, and $5 \times 5$. The output of all sublayers is cascaded and transmitted to the next inception module. The computational cost is more expensive on a $5 \times 5$ convolution and more than 2.78 times \cite{15} less on a $3 \times 3$ convolution. Thus, superimposing two $3 \times 3$ convolutions can improve the network performance. An additional $1 \times 1$ convolution layer is added to the $3 \times 3$ convolution layer to limit the number of input channels in Fig. 2. A $3 \times 3$ convolution is equivalent to a $1 \times 3$ convolution and a $3 \times 1$ convolution. The $1 \times 3$ convolution and $3 \times 1$ convolution also found that the cost of this method was 33% lower than that of a single $3 \times 3$ convolution in Figs. 3 and 4. Thus, the network structure can reduce the parameters and the computation of the model without affecting the results.

As shown in Fig. 5, the process includes the following steps. We integrate the face images of students into LFW as sample data. The ResNet network (Inception_Resnet_v2) trains the sample data to generate a face recognition model, which serves as our feature extractor. The residual network combines with support vector machine (SVM) to recognise face identity with corresponding confidence value. SVM encodes the feature vector to generate different face classifiers according to different classes. The face classifier generates a mapping list of identity and confidence to identify a face in the attendance picture. The format of a mapping list record is $<iden, conf>$, where $iden$ represents the $i$-th identity in the class, while $conf$ represents the corresponding confidence value. We take the maximum confidence value $C_m$ as the identity in the confidence list. If $C_m > 0.6$, the identity is added to the attendance set $I_a$; otherwise, it will add the mapping list to the uncertain identity set $I_u$. If the maximum confidence values of different face images are identical, then their mapping list is added to $I_u$. The data format in $I_u$ is $<id; iden, conf>$, where $id$ indicates the face image number of the record in the mapping list.
Suppose that all the student identities in the class constitute the set $I_s$. Then, $I_s = I_a + I_c$, where $I_c$ is the identity set of absent students. We filter the mapping list in $I_u$ and satisfy that the identity of the record in the mapping list belongs to $I_c$. The proposed method transforms the mapping list in $I_u$ into a similarity probability matrix, whose horizontal axis indicates the student identity in $I_c$ and the vertical axis corresponds to the face image in $I_u$. The values stored in this matrix are the confidence values of the map of faces and identities.

Nash equilibrium is a strategic combination of all participants, in which each person’s strategy is the best response to the strategy of others. The Nash equilibrium is a type of equilibrium achieved in the continuous game.

The game theory model includes participants, strategies, and payoffs [16]. As a general case, we consider the similarity probability matrix as the payoff matrix to obtain Nash equilibrium. The payoff matrix can describe the probability of face recognition when choosing a strategy. This can help us determine the optimal strategy combination as the face recognition result to improve accuracy. The payoff function is expressed as follows:

$$U = \sum_{i \neq j} p(x_{ij}), \quad i \neq j, j \in m.$$  \hspace{1cm} (1)

In Formula (1), $n$ denotes the number of faces and $m$ denotes the number of identities in the similarity probability matrix. Further, $p(x_{ij})$ is the confidence value with a map of face $i$ and identity $j$. The maximum value of the payoff function $U$ is the Nash equilibrium point to generate the mapping table of the face and identity. The mapping relation in the mapping table is that the recognition result of a face image is added to the attendance list.

Fig. 5. Flow diagram of the algorithm.
4. Performance Analysis

The core idea of Inception_v1 [7] uses 1×1, 3×3, and 5×5 convolution layers, instead of some large convolution layers of GoogleNet, which can significantly reduce the number of weight parameters. Inception_v2 [17] adds batch normalisation to input, which facilitates training convergence and learning more efficiently. We choose Inception_v2 as the contrast algorithm because its performance is better than that of Inception_v1. Inception_v3 transforms convolutions 7×7 in GoogleNet into two layers of 1×7 and 7×1 in series, as well as 3×3 into 1×3 and 3×1, which speeds up the calculation, increases the nonlinearity of the network, and reduces the probability of over-fitting. Inception_v4 mainly uses the residual connection to improve the structure of Inception_v3. The representative network is Inception_Resnet_v1, Inception_Resnet_v2, and Inception_v4. Inception_v4 adds the ResNet structure to Inception, and a node can skip from some nodes directly connected to the following nodes, while the residuals follow the past one. Combining the Inception module with residual connection, Inception_Resnet_v1 and Inception_Resnet_v2 are proposed, which lead to faster training convergence and higher accuracy. A deeper version of Inception_v4 is designed; its effect is comparable to that of Inception_Resnet_v2.

Finally, we present some comparisons between various versions of Inception and Inception_Resnet. The models Inception_v2 and Inception_v3 are deep convolutional networks, while Inception_Resnet_v1 and Inception_Resnet_v2 are Inception-style networks that utilise residual connections instead of filter concatenation. Inception_v4 is a pure inception variant without residual connections with roughly the same recognition performance as Inception_Resnet_v2 [18].

The residual network training model takes LFW as the sample database, whereas the SVM method takes the face photos of all the students in the class as training samples. A comparison of the error rates of the algorithms in top 1 and top 5 is presented in Table 1. It can be observed that the Inception_Reset_v2 demonstrates better recognition performance than the other algorithms. Therefore, we choose Inception_Reset_v2 as our residual network structure for face identification.

**Table 1. Error rate comparison of the network model**

<table>
<thead>
<tr>
<th>Network</th>
<th>Error (%)</th>
<th>Top_1</th>
<th>Top_5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inception_v2</td>
<td>18.8</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>Inception_v3</td>
<td>18.7</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>Inception_Reset_v1</td>
<td>17.6</td>
<td>3.8</td>
<td></td>
</tr>
<tr>
<td>Inception_Reset_v2</td>
<td>17.5</td>
<td>3.7</td>
<td></td>
</tr>
</tbody>
</table>

Face detection aims to locate the face in an image, mark its coordinates, and crop it out to be the input image. As shown in Fig. 6, there are three results for the residual network in face recognition:

1. Recognition identity is correct (Cm>0.6).
2. Recognition identity is a mistake, which will lead to a mapping relationship between an identity and multiple faces or a wrong identity relationship in face mapping. The main reasons for this are as follows:
   - Large distance between the face and camera leads to a blurred image.
   - Facial region is occluded by other objects in the test image.
   - Hair occludes most facial regions.
3. The algorithm cannot recognise the face area in the test image because the face is far away from the camera.

![Test Image](image.png)

**Fig. 6.** Test image.

This algorithm detects the identity of all face images as an attendance list, which contains correct identities $c_i$ and error identities $e_i$. The recognition error rate $ER$ is a quotient of the wrong identity number $e_i$ and attendance list $al$ in Formula (2).

$$ER = e_i / al$$

(2)

![Error Rate Diagram](image.png)

**Fig. 7.** Error rate diagram of different numbers of present students.
Fig. 7 shows that the error rate of our proposed algorithm is lower than that of the other methods. The main reason is that other algorithms map multiple faces to the same identity. Our method is more advantageous in recognising all student faces in an image, compared with other methods only for single face. It optimises the similarity probability matrix to generate the optimal mapping relationship between the faces and identities. The optimal mapping relationship is the product of maximising the confidence of all identities. It can not only ensure the one-to-one relationship between face and identity but also improves the accuracy of the mapping relationship.

The unrecognised rate $UR$ is a quotient between the number $(s-ci-ei)$ of unrecognised faces and the total number of student faces in Formula (3).

$$UR = (s - ci - ei)/s$$ (3)

![Graph](image)

**Fig. 8.** Unrecognized rate diagram of different numbers of student attendance.

The number of unrecognised faces in the test image is given in Fig. 8. The confidence value of the mapping relationship between the face and identity generated by the Resnet network is the optimisation objective of our method. Therefore, the recognition performance of our proposed method is the same as Inception_Reset_v1 and Inception_Reset_v2 in terms of the number of unrecognised faces.

The ER and UR effects of absenteeism on 60 students in the classroom are demonstrated in Figs. 9 and 10. Meanwhile, a comparison of the error rate and the unrecognised rate for 120 students are illustrated in Figs. 11 and 12. We compared the proposed scheme with other schemes in terms of error and unrecognised rates. The analytical results revealed that our method solves the problem of multiple faces mapping one identity and optimises the global relationship between face and identity, which improves the algorithm accuracy. It can be observed from Table 2 that our proposed method has the highest average accuracy compared with the other methods.
Fig. 9. Contrast chart of unrecognized rate under 60 students with different numbers of absent students.

Fig. 10. Contrast chart of error rate under 60 students with different numbers of absent students.

Fig. 11. Unrecognised rate under 120 students with different numbers of absent students.
5. Conclusion

In this study, we proposed a face recognition model based on ResNet and game theory for roll-call in the classroom. The Inception_Reset_v2 is combined with game theory to optimise the mapping relationship between face and identity to improve recognition accuracy. The main advantage of this scheme is that the accuracy is significantly improved compared with other networks in the recognition of multiple faces in a picture. In addition, game theory optimises the similarity probability matrix to find the optimal mapping relationship of faces and identities to solve multiple faces mapping the same identity. Numerical analysis revealed that the proposed scheme can provide better recognition accuracy than the existing scheme. This fact proves that the combination of neural networks and multi-objective optimisation algorithms can improve the application advantages in the production environment. The roll-call system requires 100% accuracy of face recognition. Our future work will aim to improve the...
identification accuracy of the residual network. The improved method includes two steps: one is to improve the structure of the residual network, and the other is to investigate other CNNs.
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