Hot Spot Detection of Thermal Infrared Image of Photovoltaic Power Station Based on Multi-Task Fusion
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Abstract
The manual inspection of photovoltaic (PV) panels to meet the requirements of inspection work for large-scale PV power plants is challenging. We present a hot spot detection and positioning method to detect hot spots in batches and locate their latitudes and longitudes. First, a network based on the YOLOv3 architecture was utilized to identify hot spots. The innovation is to modify the RU_1 unit in the YOLOv3 model for hot spot detection in the far field of view and add a neural network residual unit for fusion. In addition, because of the misidentification problem in the infrared images of the solar PV panels, the DeepLab v3+ model was adopted to segment the PV panels to filter out the misidentification caused by bright spots on the ground. Finally, the latitude and longitude of the hot spot are calculated according to the geometric positioning method utilizing known information such as the drone's yaw angle, shooting height, and lens field-of-view. The experimental results indicate that the hot spot recognition rate accuracy is above 98%. When keeping the drone 25 m off the ground, the hot spot positioning error is at the decimeter level.

Keywords
DeepLab v3+, Geometric Location, Hot Spot Location, Hot Spot Recognition, YOLO v3

1. Introduction
An increasing number of people favor solar energy because it is clean, pollution-free, and long-term. Countries are actively developing solar power technologies globally. However, the overall quality of photovoltaic (PV) power plants is unsatisfactory. Among them, the power decline of PV modules is severe, and the more extended the utilization, the higher the probability of PV module damage. As a core part of a PV power station, even a tiny problem can cause substantial economic losses. In terms of the scale of construction, PV power generation projects are large and remote, and power station inspection is highly complex. Manual inspection makes it difficult to meet the requirements for future inspections of large-scale PV power plants. PV power plants primarily utilize solar panels to generate electricity. Affected by many factors, the panels are easily blocked, resulting in different sunlight intensities for the power generation components, which leads to the local temperature being too high, causing a hot spot effect [1].
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Given the many problems caused by hot spots in PV power plants, the following solutions for hot spot detection are presented.

Parallel bypass diode method [2]: This type of method is commonly employed in PV modules. The primary purpose was to reduce the reverse voltage and current of the shelter part of the cell utilizing a bypass diode. However, this approach has some shortcomings because the diode excessively consumes power, which lowers the output efficiency of the plant.

2) Fault-detection methods based on thermal imaging technology [3]: Based on the fact that PV modules have noticeable temperature differences under different working conditions, a fault diagnosis method based on infrared image analysis is proposed. To rectify the problem of deficiencies in identification and localization, this study proposes an optimization strategy.

3) Fault detection method based on current and voltage [4]: This type of method is primarily adopted for the fault diagnosis of PV arrays. Based on the SP structure of PV arrays (series-parallel connection), we utilized the change in voltage and current of PV arrays in the fault state to realize fault detection of PV arrays.

Wen et al. [5] calculated the equivalent series resistance of modules based on the equivalent computational model of PV arrays and then determined their operational status with the parameter comparison method to judge whether the PV arrays were malfunctioning. The images captured by the drone carrying a thermal imager are infrared images with low resolution, and the morphology of the hot spots is usually small, resulting in low accuracy of hot spot identification and difficulty in pinpointing the latitude and longitude of the hot spots. Guo and Xu [6] combined image pre-processing, migration learning, an improved feature extraction network model, and an improved anchor frame selection scheme based on the original faster RCNN to obtain a hot spot defect detection model.

- The UAV-YOLO model was utilized to maximize the front network features to identify far-field hot spots. Moreover, the DeepLab v3+ model was adopted to segment PV panels to filter out misidentification caused by bright spots on the ground.
- By utilizing available information such as the unmanned aerial vehicle (UAV) yaw angle, UAV shooting height, lens field of view angle, lens focal length, image center point latitude and longitude, pixel point coordinates of the hot spot, and center point in the pixel coordinate system, the latitude and longitude of the hot spot can be calculated according to the geometric positioning method.

2. Hot Spot Recognition and Location Model

The entire process can be divided into two parts: identifying hot spots and locating hot spots. The UAV was equipped with a gimbal to obtain visible and infrared images, and the improved YOLOv3 model was employed to identify hot spots. The DeepLab v3+ model was utilized to segment the infrared images to filter out misidentifications caused by bright spots on the ground. Then, the identified hotspots are geometrically located, and the latitude and longitude information of the hot spots is output, which is convenient for the staff to check and repair later.

2.1 Improve YOLOv3 to UAV-YOLO Model

An optimized hot spot detection model was established to rectify the problem of the low accuracy of UAV far-field hot spot detection model from the UAV’s perspective. In addition, the structure of the
model and hot spot detection process are explained. This section introduces the improved neural network residual unit fusion method and optimized model backbone network structure [7].

2.1.1 Residual unit structure in fusion network

To improve the accuracy of UAV far field hot spot detection, this paper proposes an improved YOLOv3 model based on the perspective of drones. The model we applied is referred to here as the UAV-YOLO model. This model significantly improved the accuracy of UAV hot spot detection in the far-field. The UAV-YOLO model structure proposed here is illustrated in Fig. 1 [8].

![Fig. 1. UAV-YOLO model structure: (a) UAV-YOLO structure, (b) Res unit_1, (c) Resblock_body, and (d) Darknetcon2D_BN_Leaky [8].](image)

A single DBL unit presented in Fig. 1(d) mainly comprises a convolutional layer connected to a batch normalization layer and a leaky activation function. As illustrated in Fig. 1(b), the RU_1 unit is superimposed on the input layer based on the calculation results of two consecutive DBL units. The Resn units are presented in Fig. 1(c). It first performs a zero-padded operation and a DBL unit operation on the picture and then connects n RU_1 units to realize the realization. The residual unit structure of the UAV model is depicted in pink (RU_2 unit), and its detailed diagram is the RU_2 residual unit in Fig. 2. Two RU_1 units were combined into one RU_2 unit by overlaying the network layers of the feature map of the same size. The RU_2 unit adds an additional layer to the network layer compared to the two RU_1 units, and a red network branch is added to connect the first DBL output of the two RU_1 units, as illustrated in Fig. 2 with the red added unit and the network branch above it.

![Fig. 2. RU_2 residual unit fusion diagram [8].](image)
First, we adjust the UAV’s perspective image to the size set by the detection model (608×608×3) and import it into the model's backbone network for the first convolution operation. In the Res2 unit, the convolution size was set to 3×3, and the stride was set to two. The picture size became 304×304×3 and was then downsampled twice on the convolution operations in Res3 and Res7. The image size was reduced to 76×76×3. The first branch of the model will appear at ① in Fig. 1(a), and one of the branches will be spliced with (cat module in Fig. 1(a)) the deep features (at ④ in Fig. 1(a)) by convolution and upsampling in the subsequent convolution process in the depth dimension. After stitching, five convolution operations were performed again in addition to a convolution operation to adjust the image size. Finally, the size of the feature map was changed to 76×76×18 utilizing a layer of convolution operations that set the output image size, the output module y3 of the YOLO layer in Fig. 1(a).

The other branch continues the convolution process to the right in the backbone, downsampling through Res1 units and convolution through alternating RU_2 and RU_1 units. The size of the feature map was changed to 38×38×3 pixels. The second branch process occurs at ② in Fig. 1(a), where a branching operation process is similar to the previous y3 branching operation process, utilizing the results of the deep feature information (at ③ in Fig. 1(a)) after convolution upsampling with the feature information of this branch for splicing and convolution operations, and finally obtaining the output Yolo layer y2 module with a feature map size of 38×38×18. One downsampling was performed with Res1. Then, the RU_2 and RU_1 unit convolution operations were executed. Finally, the feature map was resized to 19×19×18 by a multilayer convolution operation, as depicted in the Yolo layer y1 in Fig. 1(a).

2.1.2 Improved backbone network structure of YOLOv3 model

Compared to the YOLOv3 model, the difference in the structure of the UAV-YOLO model is mainly reflected in its backbone network structure. The structure of the UAV-YOLO model is illustrated in Fig. 1(a), and the Darknet-77 Backbone marked by the black dashed box is the backbone network of the UAV-YOLO model, while the backbone network of YOLOv3 model is illustrated in Fig. 3. A comparison of YOLOv3 and UAV-YOLO backbone networks is presented in Fig. 4.

Fig. 3. YOLOv3 model backbone network structure [8].

A comparison of the two backbone network structures demonstrates that the UAV-YOLO backbone network has three additional layers compared to the YOLOv3 network, and the number of RU_1 cells contained in each Resn unit in the backbone changes. As illustrated in Fig. 4, the YOLOv3 backbone network structure does not contain the residual unit structure like RU_2, and the number of backbone network layers is 74. Red dashed boxes indicate Res1 and RU_1 units. The UAV-YOLO backbone network contained three RU_2 units alternately arranged with the RU_1 units. The total number of layers in the backbone network was 77. In the pre-detection period, the number of RU_1 residual units in each Resn unit was changed to two, three, and seven before the first output in the backbone network. The
convolution units of the YOLOv3 model backbone convolution sets were 1, 2, 8, and 4. The number of convolution units in the UAV-YOLO model backbone network for adjusting the first three convolution sets are 2, 3, and 7; compared to the first output of the YOLO layer (corresponding to \(y_3\) in Fig. 4), the UAV-YOLO model performs one more convolution operation of the convolution unit. The final detection accuracy from the model proves that more convolution operations are more conducive to improving the hot spot detection accuracy. Allocating the convolution units in this manner is also more convenient for the alternating arrangement and distribution of the RU_2 units.

Fig. 4. Comparison of backbone network between YOLOv3 model (a) and UAV-YOLO model (b) [8].

2.2 PV Panel Segmentation based on DeepLab v3+ Model

Here, the PV panels were segmented according to the DeepLab v3+ model to filter out bright spots that did not belong to the PV panels. In DeepLab v3+, the main design framework is the decoder–encoder model, and there are several major innovations [9]. First, a better backbone network is utilized; the ResNet network is improved to increase the receptive field of the backbone network, all pooling layers are replaced with separate convolutions, and the receptive field is effectively expanded by reducing the number of calculations and improving computing performance [10]. Second, ASPP was utilized to gather granular information. The specific connotation is to utilize hole convolution with different hole intervals, perform convolution operations on the features, and stitch the convolution results together into new features, thereby enhancing the model's ability to recognize the same object of different sizes [11]. Fig. 5 presents a PV panel segmentation diagram based on the DeepLab-v3+ model.

As illustrated in Fig. 5, the upper half of the structure is encoded, and the lower half is decoded [12].
The coding utilizes the ASPP which has four different expansion rates each time, and additional global average pooling is performed. The decoding structure first upsamples the result of the encoder four times, then performs a 3x3 convolution together with the Conv2 feature concat before downsampling in ResNet, and finally upsamples four times to obtain the final result.

![Diagram of PV panel segmentation](image)

**Fig. 5.** PV panel segmentation diagram based on DeepLab-v3+ model.

### 2.2.1 Experimental steps

Label the PV panel dataset, utilize the LabelMe tool to label all the PV panels in the photos, and obtain the label information for all the pictures. The marked JSON file saves the label information and utilizes the command `labelme_json_to_dataset` for the batch process of obtaining PNG images. After sorting and labeling, the pictures were randomly divided into training and test sets at a ratio of 10:1. The image was placed in the DeepLab v3+ model for training. The goal was to filter out bright spots on the ground and reduce the misidentification of hot spots. As illustrated in Fig. 6, an infrared image of a PV panel, and Fig. 6(b) is based on the experimental results of DeepLab v3+ model and semantic segmentation.

![Comparison of infrared and segmented images](image)

**Fig. 6.** Comparison of (a) an infrared image of PV panel and (b) an image after semantic segmentation.
3. Hot Spot Location Model

3.1 Establish Mathematical Model for Hot Spot Location

According to the thermal infrared map captured by the quadrotor UAV, by viewing the image properties and parameter information, we can obtain the following relevant information: the size of the image is (608×608), the height at the time of shooting is 2,500 mm, and the latitude and longitude information of the center point of the image. According to actual measurements, the aircraft faces north. When the aircraft is veering to the left, the yaw angle range is (0° to 180°); when the aircraft is veering to the right, the yaw angle range is (0° to -180°). Unit conversion of latitude and longitude information according to Eq. (1). Distances DA and OA were obtained from the pixel differences between Points D and O. The DOA angle can be obtained by a trigonometric function.

\[
\text{degree} + \text{minute} \times (1/60)'' + \text{second} \times (1/3600)'' = \text{degree}.
\] (1)

The pixel size of the image was 608×608, and the origin of the pixel point was located in the upper-left corner at the coordinate value (0, 0). Two coordinate systems are established in Fig. 7: the XY coordinate system with the O point as the origin in the center of the image, and the other is the latitude and longitude coordinate system. Suppose that Point D is the hot spot in the image, DA is perpendicular to the X-axis, DC is perpendicular to the north-south axis, and DB is perpendicular to the east-west axis. \(\angle\DOC\) is the angle between Line OD and the north-south axis, \(\angle\COX\) is the yaw angle, \(\angle\DOA\) is the angle between the X-axis and Line OD. According to the pixel difference between Points D and O, the distance between DA and OA is obtained, \(\tan(\angle\DOA) = DA / OA\), and the angle of \(\angle\DOA\) is obtained by inverse tangent. For a drone with a fixed height of 25 m, the measured distance represented by a pixel in the image is 3.26 cm. According to the difference between the two OD pixels, the actual distance of the OD line is calculated, and finally, according to \(OC = OD \times \cos(\angle\DOC)\), the actual distance of the hot spot projected on the meridian relative to the center point; \(OB = OD \times \sin(\angle\DOC)\), get the actual distance of the hot spot projected on the latitude line relative to the center point.

![Fig. 7. Hot spot map.](image)

Specify \(\angle a\) (example \(\angle\DOA\)) as the angle between the line between the hot spot and the center point and the x-axis in the pixel coordinate system. Specify \(\angle b\) (example \(\angle\DOC\)) as the angle between the line between the hot spot and the center point and the north-south axis, and ensure that the angle is always
acute. The classification is discussed according to the hotspot's different quadrants and yaw angles, and the value of the included angle $b$ is obtained. The determination of $\angle DOC$ in Fig. 7 is related to the different yaw angles of the UAV and the position of the image where the hot spot is located. The idea proposed here is to first determine the yaw angle belonging to the following angle ranges (0° to 90°), (90° to 180°), (0° to -90°), and (-90° to -180°). We then determine which quadrant of the pixel coordinate system the hot spot is in and obtain the desired direction angle according to the geometric drawing.

3.2 Further Positioning Angle

Fig. 8 presents the calculation of angle $\angle DOC$. According to the angle of the yaw angle in the range of 0–90°, set up the corresponding coordinate system. Four positive and negative relationships are obtained by subtracting the centroid pixel point coordinate values from the hot spot pixel point coordinate values; they are (+, −) (−, −) (−, +) (+, +). (+, −) represents the hot spot in the first quadrant of the XY coordinate system; (−, −) represents the hot spot in the second quadrant of the XY coordinate system, (−, +) represents the hot spot in the third quadrant of the XY coordinate system, and (+, +) represents the hot spot in the fourth quadrant of the XY coordinate system.

Combined with the east-west north-south coordinate system, the north-south line represents the longitude line, and the east-west line represents the latitude line. The calculated distance is directly added and subtracted from the latitude and longitude to obtain the latitude and longitude of the hot spot. On the same longitude line, the difference of 1° in latitude will cause a distance difference of approximately 111 km. On the same line of latitude (assuming the latitude of this line is $\Phi$), the actual arc length corresponding to a 1° difference in longitude is approximately 111000 by cos($\Phi$) [13]. When the hot spot is on the left of the north-south axis, the longitude of the hot spot is equal to the longitude of the center point minus the distance between the two longitudinal lines. When the hot spot is on the right of the north-south axis, the longitude of the hot spot is equal to the longitude of the center point plus the distance between the two longitudinal lines. When the hot spot is above the east-west axis, the latitude of the hot spot is equal to the latitude of the center point plus the distance between the two lines of latitude. When the hot spot is under the east-west axis, the hot spot latitude is equal to the latitude of the center point minus the distance between the two latitude lines.

Fig. 8. Schematic of $\angle DOC$ positioning.
4. Experimental Results

This study utilized the Xiaoguanshan PV power station in Weining City, Guizhou Province, as an experimental site to test the hotspot detection model. The computer configuration was as follows: CPU, Intel i7-7700K; GPU, NVIDIA GeForce GTX 1080 Ti; operating system, Ubuntu16.04. The software and version numbers were as follows: Python3.5, TensorFlow-gpu1.3, and mysql5.7. LabelMe was employed to create hotspot and PV panel segmentation datasets to facilitate model training and testing. Because our method was developed based on YOLOv3, we compared it with the methods presented in Table 1. Fig. 9(a) and 9(b) present the results of hot spot detection utilizing the improved YOLOv3, and the multi-task fusion hotspot location method proposed here, respectively.

The experimental results indicate that the improved YOLOv3 model can improve the hotspot recognition rate. Simultaneously, after utilizing DeepLab v3+ for panel segmentation, the hot ground plate was effectively filtered.

Fig. 10 shows a visualization software for marking the latitude and longitude information. The precision of the positioning algorithm here was verified by comparing the true values of the marked hotspot longitude and latitude with the predicted hotspot longitude and latitude. Table 2 presents the three data groups. Each dataset contained both true and predicted values. The errors in the first, second, and third groups were 18, 22, and 36 cm, respectively.

Table 1. Performance comparison with other methods

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP (%)</th>
<th>IoU (%)</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv3</td>
<td>95.63</td>
<td>90.34</td>
<td>62.1</td>
</tr>
<tr>
<td>Our method</td>
<td>97.91</td>
<td>92.56</td>
<td>51.06</td>
</tr>
</tbody>
</table>

mAP=mean average precision, IoU=intersection-over-union, FPS=frame per second.

(a)

(b)

Fig. 9. Multi-task fusion hot spot detection map: (a) detection results based on the improved YOLOv3 model and (b) detection results based on multi-task fusion algorithm.
5. Conclusion

Owing to the large area of PV power stations and the wide coverage of PV, manual inspection of PV panels makes it difficult to meet the requirements of inspection work for large-scale PV power stations. In addition, the effect of manual inspection of PV panels was less than satisfactory. This article proposes a multi-task fusion method for hot spot detection of PV panels in PV power plants based on drones. First, we present an improved YOLOv3 model for detecting the full range of hotspots. Because the model adds a neural network residual unit and fusion, which increase the effective information of feature extraction, it is more suitable for small-target detection, such as hotspots. Given the misrecognition problem in the infrared images of solar PV panels, the DeepLab v3+ model was adopted to segment the PV panels to filter out misrecognition caused by bright spots on the ground. Finally, field data are utilized to test the model. The experimental results indicate that the improved YOLOv3 model can improve the hotspot recognition rate. Simultaneously, after utilizing DeepLab v3+ for panel segmentation, it can effectively filter out hot ground plates, significantly reducing the false recognition rate of hot spots, and the difference between the predicted and true values is at the decimeter level.
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