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Abstract
Short-text similarity calculation is one of the hot issues in natural language processing research. The conventional keyword-overlap similarity algorithms merely consider the lexical item information and neglect the effect of the word order. And some of its optimized algorithms combine the word order, but the weights are hard to be determined. In the paper, viewing the keyword-overlap similarity algorithm, the short English text similarity algorithm based on lexical chunk theory (LC-SETSA) is proposed, which introduces the lexical chunk theory existing in cognitive psychology category into the short English text similarity calculation for the first time. The lexical chunks are applied to segment short English texts, and the segmentation results demonstrate the semantic connotation and the fixed word order of the lexical chunks, and then the overlap similarity of the lexical chunks is calculated accordingly. Finally, the comparative experiments are carried out, and the experimental results prove that the proposed algorithm of the paper is feasible, stable, and effective to a large extent.
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1. Introduction
The text similarity algorithm has been the research focus for a large amount of overseas and domestic scholars. As early as the 1970s, the algorithm has been used for the information retrieval system for the similarity calculation between the user’s retrieval request string and the database text [1]. Through many years of exploration, so far, the text similarity algorithm has been widely applied in the information retrieval, the image retrieval, the automatic text abstract generation as well as the text replication detection and the like [2-4].

With the popularization of the Internet and the quickening pace of people’s lives, more and more short texts have emerged in people’s horizons. Accordingly, the conventional text similarity calculation algorithms perform an unproductive effect in processing the short text. It is imperative to improve the similarity algorithm and the similarity calculation effect, as it has become a key technology in the natural language processing research.
In order to improve the accuracy of short-text similarity calculation, a sea of researchers have adopted the method of expanding the short text information. In [5], the conceptual networks were used to expand the text information for short-text classification. In [6], the dynamic variables were used to obtain the internal relationship to calculate the similarity of short texts. In [7], the similarity of short texts was calculated by constructing a concept tree. The idea of Yin et al. [8] was to construct a model for each cluster, calculate the model parameters through the data object distribution, and employ an appropriate model to measure the similarity of short texts. In [9], the text input was converted into cloze questions containing some form of task description, the pre-trained language models were used to process the questions, and the predicted words were mapped to the tags. In all the above methods, the accuracy of the short-text similarity calculation was improved at the expense of efficiency.

There exist a fleet of research methods of combining the semantic information to improve the accuracy and efficiency of short text similarity calculation. Sun et al. [10] proposed a short-text similarity algorithm based on semantics and maximum matching. Nguyen et al. [11] introduced a new method based on the interdependent representation of short texts to determine their semantic similarity. For this method, each short-text was represented as two dense vectors: the former was constructed using word-to-word similarity based on pre-trained word vectors, and the latter was constructed using word-to-word similarity based on external knowledge sources. Majumder et al. [12] focused on establishing an interpretable semantic text similarity (iSTS) method for a pair of sentences. These methods take the efficiency and accuracy of short-text similarity calculation into account but display a strong dependency on semantic dictionaries.

In recent years, some researchers have introduced the method of machine learning to improve the accuracy of short-text similarity calculation. Liu et al. [13] applied recurrent neural network (RNN) to model the long-term dependence of the input text. Huang et al. [14] proposed a hierarchical convolutional neural network long short-term memory (CNN-LSTM) architecture for sentence modeling, in which CNN was used as an encoder to encode sentences and LSTM was used as a decoder. Peinelt et al. [15] proposed tBERT method to measure the semantic similarity. These methods have achieved good results in similarity accuracy, but the large sample or the long text is required to train the favorable learning model.

The similarity algorithm based on keyword-overlap [16] is an efficient, simple, and easy-to-implement method. For this algorithm, only the word term factor is considered, the important impact of word meaning and word order on the similarity of short texts is ignored, and accordingly the accuracy of all calculations is not high. In this paper, taking the impact of word meaning and word order on the similarity of short texts into consideration, the lexical chunk theory is introduced into the short-text similarity algorithm for the first time, and the short English text similarity algorithm based on lexical chunk theory (LC-SETSA) is put forward, combining the semantic connotation and the fixed word order of lexical chunks. Without the expense of efficiency, the accuracy of short-text similarity calculation is improved from the perspective of semantics and simple word order restriction. In this research, the lexical chunk theory is introduced to optimize the similarity algorithm based on keyword-overlap, and a lexical chunk-based similarity algorithm is proposed to improve the rationality and calculation accuracy of similarity algorithm based on word segmentation, avoiding its efficiency advantage loss. The algorithm proposed of the paper is beneficial to the further optimization of other similarity algorithms based on word segmentation, which is the core significance of our design of the LC-SETSA algorithm. Finally, the experimental results have proved that the proposed LC-SETSA algorithm is feasible, stable, and effective.
The remainder of the paper is organized as follows. The keyword-overlap similarity algorithm is reviewed, and the algorithm defect is analyzed in Section 2. Then, the similarity algorithm based on lexical chunk theory (LC-SETSA) is presented and designed in Section 3. In Section 4, the experimental results and analysis on contrastive data from both the algorithm of the paper and the keyword-overlap similarity algorithm are demonstrated. Finally, conclusions are given with the importance and the practical value of the optimized algorithm as well as its future research directions.

2. Materials and Methods

2.1 Existing Methods

2.1.1 Keyword-overlap algorithm description

Based on the keyword-overlap similarity algorithm, the short text is counted as a collection of independent keywords, and the similarity of two short-texts is estimated by the number of their co-occurrence words. The more co-occurrence words the two short-texts have, the more similar they are. On the contrary, the similarity of the two texts is lower. At the same time, the relative similarity of the two short-texts is guaranteed. The similarity calculation formula is as follows:

$$Sim_a(T_1, T_2) = \frac{2 \times \text{samewords}(T_1, T_2)}{\text{Alone}(T_1) + \text{Alone}(T_2)}$$  \hspace{1cm} (1)$$

where, \(\text{samewords}(T_1, T_2)\) is the number of keywords existing in both \(T_1\) and \(T_2\), \(\text{Alone}(T_1)\) is the number of keywords existing in \(T_1\), and \(\text{Alone}(T_2)\) is the number of keywords existing in \(T_2\).

2.1.2 Defect analysis of the algorithm

First of all, an example is given to analyze the defects of the keyword-overlap similarity algorithm.

**Example 2.1.** \(T_1\): A young girl exclaimed at the policeman nearby.  
\(T_2\): A young policeman exclaimed at the girl nearby.

According to Example 2.1, when the algorithm is used to calculate the similarity of \(T_1\) and \(T_2\), there is \(Sim_a(T_1, T_2) = 1\) for \(\text{samewords}(T_1, T_2) = 6\), \(\text{Alone}(T_1) = 6\) and \(\text{Alone}(T_2) = 6\).

However, it is illustrated from the Example 2.1 that the semantic expressions of \(T_1\) and \(T_2\) are different, and the reason is that the keyword-overlap similarity algorithm just considers the item information (the keywords of the two sentences are the same), without considering the word order (the keywords are the same sequence for the two sentences). A multitude of research have been done by many scholars on the word order in order to make up for the defects of the keyword-overlap similarity algorithm, and the similarity algorithm is put forward by combining the word item with the word order.

$$Sim_b(T_1, T_2) = \alpha \times Sim_{cp}(T_1, T_2) + (1 - \alpha) \times Sim_{cx}(T_1, T_2)$$  \hspace{1cm} (2)$$

where, \(Sim_{cp}(T_1, T_2)\) is the word item similarity value, \(Sim_{cx}(T_1, T_2)\) is the word order similarity value,
and $\alpha$ is the weight. The defects of the keyword-overlap similarity algorithm are overcome preferably. However, it is difficult to determine the weight because it is hard to determine the similarity of different English sentences whether the word item similarity is dominant or the word order similarity is dominant, so is the ratio.

In view of the issue, the lexical chunk theory is introduced into the short English text similarity algorithm to make up for the defects of the keyword-overlap similarity algorithm and its improved algorithm by using the semantic connotation and the fixed word order of lexical chunks.

### 2.2 Proposed Method

#### 2.2.1 Lexical chunk theory

In the mid-1970s, Becker [17] took the lead in proposing the concept of the lexical chunk. The lexical chunk is a fixed or semi-fixed combination of words that exists between grammar and vocabulary, which can be estimated in advance, thus it is beneficial to the learner’s application. Becker argued that the smallest unit of human speech communication was not a single word, and the fluency was not dependent on the number of individual words, but rather the number of words stored in the learner’s memory. Nattinger and DeCarrico [18] illustrated that the lexical chunk was actually a combination of words with grammatical form and meaning.

After years of research and development, this concept has been developed into a complete set, which is defined as the lexical chunk theory. The English teaching and English sentence analysis which are based on the lexical chunk theory have been fruitful to some extent. By in-depth analysis of these achievements, the characteristics of the lexical chunk theory in the paper are summarized when applied to the English sentence analysis.

- For the English sentence, the smallest unit of semantic representation is not the word, but the lexical chunk. It is consistent with the law of English language to study the similarity algorithm.
- The lexical chunk can reflect English grammar to some extent. Grammar includes the word order, and the similarity algorithm can ignore the word order research and make the algorithm efficient and easy to be realized.
- The lexical chunk can be estimated in advance. The English sentence can be divided into the lexical chunk in advance. And its characteristics are also the theoretical basis of this algorithm.

#### 2.2.2 Data preprocessing

The similarity algorithm based on the lexical chunk theory requires to calculate the number of each passage and the number of public lexical chunks. Therefore, the data preprocessing of the paper is completed by the lexical chunk division.

**Example 2.2.** $T_1$: *A thin brown dog runs by the fat cat.*

$T_2$: *A thin brown cat runs by the fat dog.*

The data is divided by the key word, which is shown as follows.

$T_1$: \{thin, brown, dog, runs, by, fat, cat\}.

$T_2$: \{thin, brown, cat, runs, by, fat, dog\}.
The data is divided by the lexical chunk, which is shown as follows.

\[ T_1: \{'\text{thin brown dog, runs by, fat cat }'\}. \]
\[ T_2: \{'\text{thin brown cat, runs by, fat dog }'\}. \]

### 2.2.3 LC-SETSA algorithm description

The main idea of the LC-SETSA algorithm is presented in Fig. 1.

The LC-SETSA algorithm is proposed on the basis of the keyword-overlap algorithm, and the calculation formula is as follows:

\[
Sim_c(T_1, T_2) = \frac{\text{samechunks}(T_1, T_2)}{(\text{Alonechunks}(T_1) + \text{Alonechunks}(T_2))/2}
\]

(3)

where, samechunks\((T_1, T_2)\) is the number of the public lexical chunks existing in both \(T_1\) and \(T_2\), Alonechunks\((T_1)\) is the number of the lexical chunks existing in \(T_1\), and Alonechunks\((T_2)\) is the number of the lexical chunks existing in \(T_2\).

According to Example 2.2, the text similarity between \(T_1\) and \(T_2\) is calculated as follows:

\[
Sim_a(T_1, T_2) = \frac{2 \times 7}{7+7} = 1, \quad Sim_c(T_1, T_2) = \frac{1}{(3+3)/2} = 0.33.
\]

The calculation results show that the similarity value of the algorithm is 1, and the two sentences are the same. The similarity value is calculated as 0.33 by the similarity algorithm based on the lexical chunk theory, and the similarity of the two sentences is 33%. It is observed that in Example 2.2 the semantics of \(T_1\) are different from those of \(T_2\), and even they are the opposite, but the statements are similar.

### 3. Results

#### 3.1 Experiment Data

The 400 essays of final public foreign language examination from the university undergraduates are
selected randomly, the sentences about the topic description are selected from the 400 essays, and 200 sentence pairs are randomly constituted as the test data.

A certain number of the college English teachers are selected to artificially determine whether the semantic meanings are similar. Make sure that each sentence is judged artificially by three teachers. If the result is similar, the sentence is marked as 1, otherwise it is marked as 0. Then, a teacher who has been engaged in the research and teaching of lexical chunks is chosen to divide the 200 sentence pairs into artificial lexical chunks. The 200 sentence pairs marked with the similarity identifier and divided into chunks are used as the test samples for these experiments. The method is shown in Formula (4).

\[
\text{Mark}(T_1, T_2) = \begin{cases} 
1, & \frac{M_a + M_b + M_c}{3} > 0.5 \\
0, & \frac{M_a + M_b + M_c}{3} < 0.5
\end{cases}
\]

where, \(M_a\), \(M_b\), and \(M_c\) are the mark to the same sentence pair from the three teachers.

A teacher who has been engaged in the lexical chunk research and teaching is selected to divide the 200 sentences artificially.

The similarity identification is marked, and the 200 sentence pairs with the lexical chunk segmentation are used as the test sample for this experiment.

### 3.2 Experiment Settings

In all the experiments of this research, the similarity threshold is set to 0.35, which is obtained repeatedly.

**Experiment 1**

Objective: To verify the feasibility of the LC-SETSA algorithm of the paper in similarity calculation.

Process: The keyword-overlap similarity algorithm and the proposed algorithm are used respectively to make a similarity judgment on the 200 sentence pairs, comparing the number of similar sentence pairs, the number of non-similar sentence pairs and the number of sentence pairs that are judged correctly (assuming that all the artificial judgment results are correct), and the results are analyzed to verify the feasibility.

**Experiment 2**

Objective: To verify the stability of the LC-SETSA algorithm of the paper in similarity calculation.

Process: The keyword-overlap similarity algorithm and the proposed algorithm are adopted, respectively, to calculate the similarity value of the sentences, and the comparison is carried out between the similarity average values of similar sentence pairs and that of the non-similar sentence pairs, and the results are analyzed to verify the stability.

**Experiment 3**

Objective: To verify the effectiveness of the LC-SETSA algorithm of the paper in similarity calculation.

Process: The cosine similarity algorithm based on keywords and the cosine similarity algorithm based on lexical chunks (sublimation of this algorithm) are used respectively to make a similarity judgment on the 200 sentence pairs, comparing the number of similar sentence pairs, the number of non-similar sentence pairs and the number of sentence pairs that are judged correctly (assuming that
all the artificial judgment results are correct), and the accuracy of the results is evaluated to verify the effectiveness.

3.3 Experiment Results

The results of Experiment 1 are shown in Table 1.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of similar sentence pairs</th>
<th>Number of non-similar sentence pairs</th>
<th>Number of sentence pairs judged correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial judgment</td>
<td>63</td>
<td>137</td>
<td>200</td>
</tr>
<tr>
<td>Keyword-overlap similarity algorithm</td>
<td>97</td>
<td>103</td>
<td>147</td>
</tr>
<tr>
<td>LC-SETSA algorithm</td>
<td>55</td>
<td>145</td>
<td>189</td>
</tr>
</tbody>
</table>

The results of Experiment 2 are shown in Table 2.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Similarity value of similar sentence pairs</th>
<th>Similarity value of non-similar sentence pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial judgment</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Keyword-overlap similarity algorithm</td>
<td>0.784</td>
<td>0.362</td>
</tr>
<tr>
<td>LC-SETSA algorithm</td>
<td>0.715</td>
<td>0.196</td>
</tr>
</tbody>
</table>

The results of Experiment 3 are shown in Table 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of similar sentence pairs</th>
<th>Number of non-similar sentence pairs</th>
<th>Number of sentence pairs judged correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial judgment</td>
<td>63</td>
<td>137</td>
<td>200</td>
</tr>
<tr>
<td>Cosine similarity algorithm</td>
<td>Based on keywords</td>
<td>75</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>Based on lexical chunks</td>
<td>58</td>
<td>142</td>
</tr>
</tbody>
</table>

4. Discussion

About Experiment 1:

According to the data in Table 1, the judgment accuracy of each algorithm is calculated respectively. It can be perceived that the judgment accuracy of the LC-SETSA algorithm is 83% for the similarity value of sentence pairs, and the judgment accuracy of the keyword-overlap similarity algorithm is 73.5% for the similarity value of sentence pairs. It can also be observed from the data in Table 1 that the judgment results of the LC-SETSA algorithm are closer to the artificial judgment results (real results). The experimental results show that the accuracy of the LC-SETSA algorithm is higher than that of the keyword-overlap similarity algorithm. The experiment verifies that the proposed algorithm is feasible.
About Experiment 2:
It can be seen from Table 2 that the average results of the keyword-overlap similarity algorithm and those of the LC-SETSA algorithm of the paper are 0.784 and 0.715, respectively, which are both higher than 0.35 and closer to 1, with little difference. The average results of the keyword-overlap similarity algorithm and those of the LC-SETSA algorithm are 0.312 and 0.196, which are both lower than 0.35 and 0.196, and closer to 0. Hence, the experimental results verify that the LC-SETSA algorithm has the optimal stability.

About Experiment 3:
According to the data in Table 3, the judgment accuracy of each algorithm is calculated respectively. The judgment accuracy of the cosine similarity algorithm based on keywords is 83% for the similarity values of sentence pairs, and the judgment accuracy of the cosine similarity algorithm based on lexical chunks for the similarity value of sentence pairs is 91%. The experimental results demonstrate that for the similarity algorithm based on word segmentation, the word segmentation method is more favorable than the keyword method. The experiment shows that the proposed LC-SETSA algorithm is effective.

5. Conclusion
Based on the keyword-overlap similarity algorithm, the lexical chunk theory is introduced and accordingly a novel short-text similarity algorithm is designed in this paper, which is referred to as the short English text similarity algorithm based on lexical chunk theory. The LC-SETSA algorithm takes advantage of the characteristics that English lexical chunk lies between word and grammar, and takes the word item information and the word order into account. Examples and experimental results show that it is feasible, stable, and effective to study the text similarity by introducing lexical chunk theory. The defect of the LC-SETSA algorithm is that it ignores the effect of the synonymous lexical chunk on the similarity calculation, which thus is applicable to the similarity calculation of the data with more public lexical chunks. The novel algorithm of the paper is only a preliminary research of the text similarity calculation using the lexical chunk theory. In the future research, the further investigations and explorations are needed for the algorithm improvement.
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