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Abstract 

The development of information technology is bringing many changes to everyday life, and machine learning 

can be used as a technique to solve a wide range of real-world problems. Analysis and utilization of data are 

essential processes in applying machine learning to real-world problems. As a method of processing data in 

machine learning, we propose an approach based on applying multiple linear regression models by interlacing 

data to the task of classifying similar software. Linear regression is widely used in estimation problems to model 

the relationship between input and output data. In our approach, multiple linear regression models are generated 

by training on interlaced feature data. A combination of these multiple models is then used as the prediction 

model for classifying similar software. Experiments are performed to evaluate the proposed approach as 

compared to conventional linear regression, and the experimental results show that the proposed method 

classifies similar software more accurately than the conventional model. We anticipate the proposed approach 

to be applied to various kinds of classification problems to improve the accuracy of conventional linear 

regression. 
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1. Introduction 

In recent years, software has played an ever more prominent role in information systems. To this end, 

various analytic approaches are needed in order to develop reliable software. Analysis of software is 

helpful for understanding its characteristics, and applied for a variety of purposes. Similar software 

classification refers to a method of classifying similar software through analysis of the characteristic of 

software. The relationship of similar software is technically applicable from the copy relation described 

in [1,2]. The copy relation denotes the relationship between similar software that can be derived from the 

same works via modifications or semantic preserving transformations (e.g., obfuscation or optimization). 

Approaches to classifying similarity of software have been studied as a basic software analysis tech-

nology, one comprising a variety of applications, including common module search [3], copyright 

violation and theft detection [4,5], and malicious code detection [6]. 

To compare features of software and classify similar software accurately, we must be able to under-
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stand the binary data structures from which software is formed. A given piece of software consists of a 

set or sequence of binary data whose complex structure is difficult to understand effectively through 

direct automatic program analysis. Therefore, complex analytic algorithms are required for analyzing 

software features. 

With the rapid development of computing power in information systems in recent years, many real-

world problems are now being solved using machine learning approaches [7-13]. Unlike more traditional 

algorithm-based approaches, machine learning methods generate models for solving specific problems 

from scratch through learning from training data. In recent research, as just one of a whole range of 

application areas in which machine learning methods have been growing more effective, machine 

learning has increasingly been applied to aspects of software analysis. 

Linear regression [7,14] forms the basis of a method of machine learning that can estimate results by 

modeling the linear relationship between input data and output results. Generally, multi-dimensional 

input data are used to find a model for representing the presumed linear relationship of the output to the 

input data. To generate an accurate problem-solving model, it is important to process the training data 

effectively. In this paper, we propose a method of interlacing the training data to generate multiple linear 

regression models. The interlaced data features are used to train and generate multiple prediction models, 

which are then integrated into a single model to improve classification accuracy over the conventional 

linear regression approach. The approach proposed here is evaluated with a set of benchmark data con-

taining Java applications. 

This paper is organized as follows. Section 2 introduces machine learning approaches in software 

analysis and describes the concept of interlacing data in the linear regression context. Section 3 describes 

the design of multiple linear regression models using interlaced data to improve on conventional linear 

regression accuracy in classifying similar software. Section 4 shows the experimental results of evalu-

ating the proposed approach as compared to conventional linear regression. Section 5 discusses the exist-

ing methods on software similarity analysis. Finally, Section 6 presents the key conclusions of this paper. 

 

 

2. Linear Regression in Machine Learning 

In this section, we summarize related work within the literature on machine learning and software 

classification. We also present the concept of interlacing data to construct multiple linear regression 

models and thus improve the accuracy of machine learning in software classification. 

 

2.1 Machine Learning and Software Classification 

With the recent proliferation of applications of machine learning technology, more and more studies 

have applied machine learning approaches to modeling and solving real-world problems. Various 

approaches to using machine learning have been studied, including regression [15,16], support vector 

machines [12,16-19], and neural networks [11,13,20]. In the specific application of using machine 

learning to analyze software features, approaches that have been studied include neural networks as 

methods for detecting source code plagiarism [21,22], naïve Bayes classification, and the k-nearest 

neighbor algorithm [15,23]. To analyze the similarity of binary code, the deep learning approach [24] has 

been used to generate images of binary code for classification. Neural network models [20] and support 
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vector machine [17] have been used with training data to train analytic modeling of common features of 

binary code. In this paper, a method of interlacing data to generate multiple linear regression models is 

proposed to improve the accuracy of software classification over straightforward linear regression. 

 

2.2 Linear Regression for Similar Software Classification 

Linear regression is one method among statistical approaches to analyzing data and has been effective 

as an approach for machine learning. Linear regression methods analyze training data and generate a 

model for describing the linear relationship between input and output data. In other words, linear 

regression is a method of finding the best-fit linear relationship between independent input data and 

dependent output data. Generally, this method models the relationship between multi-dimensional input 

data and single-dimension output values. So, for independent input data [x1,…, xk] and a dependent output 

y, linear regression finds a linear model of the relationship between the input data vector x = [x1,…, xk] 

and the output y by analyzing statistical relationships among the data. 

A code vector containing distribution information of each opcode in binary code of software can express 

the instruction level characteristics of software [14]. In designing linear regression for similar software 

classification, the difference of code vectors between software is used as independent input data. The 

corresponding output is labeled 1 or 0 according to the similarity of the two software. For example, for 

the code vectors of two software [a1,…, ak] and [b1,…, bk], the difference of the two vectors, [x1,…, xk], 

can be obtained from [a1 – b1,…, ak – bk], and it describes the degree of difference in characteristics of 

the binary opcode. The difference data [x1,…, xk] is used as independent input data for linear regression, 

and the data is the basis of classifying the similarity of software. The model thus generated is used to 

estimate output y from features of difference data [x1,…, xk], and the linear model to be analyzed using 

linear regression is described as follows: 

 

� � ��  � �� �� � �� �� � … � �� �� � 	, (1) 

 

where each βi is the regression coefficient for representing the relationship between the i-th input data xi 

and output y, and � is a constant term that completes the model. Eq. (1) shows the combination of these 

coefficients to construct a linear model between the input data x and the output y. To determine the best-

fit model, all the regression coefficients β0,…, βk are adjusted through the process of learning from 

training data. After constructing an estimation model for output data from the input, we can apply the 

model to estimate output results for other input data. 

 

 
Fig. 1. An example of linear regression for input data x and output y. 
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Fig. 1 shows an example of applying linear regression to one-dimensional input data x and output y. 

To construct an effective model for estimating output from input data, the model should minimize errors 

over all the training data to improve accuracy in estimating results for other input data. To evaluate the 

error values for estimating results, an error function such as least squares or maximum likelihood 

estimation is applied to adjust the regression coefficients. The mean squared error of the training data is 

generally used as a linear regression error function to adjust the coefficients of the linear regression 

model. The mean squared error is a method of using the squares of the errors to express the degree of 

errors in analyzing the training data. As errors arising from the training data increase, the squared errors 

increase more steeply, so that larger deviations from the model are more heavily penalized. The error 

function keeps the degree of error as low as possible by adjusting the coefficients in such a way as to 

minimize the value of the error function. The linear regression model is thus constructed by minimizing 

the sum of errors over all the training data according to the chosen error function. Thus, in Fig. 1, the 

particular line that minimizes errors over all training data is used to describe the relationship between 

input and output data in the linear regression model. 

 

 

3. Design of the Interlaced-Data Linear Regression Model 

3.1 Concept of Interlacing Data 

For linear regression in machine learning, the input data consist of various features of the data. Generally, 

the data are expressed as multi-dimensional values, with each dimension representing information about 

a single descriptive feature of the data. In a linear regression model, all these feature values affect the 

estimation of results in the trained model. However, some values among all the feature data may be noise 

values that hinder estimating the correct results. By eliminating such values effectively in training the 

linear regression model, its estimation accuracy can be improved. 

However, much time and effort may be needed to analyze feature data thoroughly enough to eliminate 

noise values accurately in the training step. Because each feature value is an independent information 

strand of the input data, it is difficult to be precise about differentiating and removing noise values that 

tend to reduce prediction accuracy. To mitigate this difficulty, we propose a method of interlacing input 

data by alternately extracting feature values from the original input data. The conventional linear 

regression model uses all of the input data for training a single linear regression model. Our proposed 

method, by contrast, uses interlaced data to train multiple linear regression models independently. 

Fig. 2 illustrates an example of interlaced data alternately extracted from original input data. The 

original input data consists of many feature values. One-third of each set of original feature values are 

alternately extracted to construct each of three interlaced datasets. Interlacing feature values from original 

data in this way helps to reduce the impact of noise values on training individual linear regression models, 

for the following reason. 

Let x = [x1,…, xk] be an original input data vector for machine learning. If the dimension of the vector 

k is a multiple of three, the three interlaced data x(1), x(2), and x(3) are obtained as follows: 

 

� ���� = ���, ��, ��, ⋯ ,���	���	� = ��	, �
, ��, ⋯ , ��������� = ���, �
, ��, ⋯ ,���  (4) 
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Fig. 2. An example of interlaced data generated by alternately extracting features from original data. 

 

Eq. (2) shows the three interlaced data vectors achieved by alternately extracting feature values from 

the original data x. If the dimension k of the original data is not a multiple of three, dummy constant values 

can be appended to the original data to match up the dimension of the interlaced data with each other. 

 

 
Fig. 3. An example of interlaced data generated from original Java bytecode data. 

 

Fig. 3 shows an example of interlaced data generated from original data representing bytecode 

information for Java software. The graph shows the distribution information of bytecodes, and the spike 

in the graph is a unique characteristic of each software. The original data, which contains the distribution 

information of bytecodes in Java software, is divided into three interlaced datasets by alternately 

extracting feature data from the original datasets. The feature value contained in each interlaced dataset 

only affects the training of models to which the value belongs. Therefore, the scope of the influence of a 

noise value that interferes with the training of a machine learning model is limited only to the model of 

the interlaced dataset in which that noise value occurs. For example, let the feature value x be a noise 
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value that impedes training the model to estimate the correct results. In conventional linear regression, 

because the original data can generate only one model, the x affects the overall results of the trained 

model. If the original data are distributed to three interlaced datasets, on the other hand, the noise value 

x is included in only one interlaced dataset, while the other interlaced data are not affected by x in training 

their individual machine learning models. 

Since interlaced data are extracted alternately from original data, the scope of influence of each feature 

value in estimating results by linear regression is limited. This limitation of the scope of influence of 

noise is expected to reduce errors in prediction models trained with noisy data. The three interlaced 

datasets are used to construct three different linear regression models, and the overall estimation result 

can be obtained as a combination of these individual models, thereby achieving a more reliable result. 

 

3.2 Integration of Linear Regression Models 

After feature values from the original data are interlaced, only these interlaced values among all values 

from the original data are applied in training and generating a linear regression model. This implies that 

if only a single model trained with the interlaced data were used as a model for predicting results, feature 

values contained in the other interlaced data would not be reflected in the model’s prediction results. To 

mitigate these shortcomings, individual models trained with each of the three interlaced datasets are 

combined to obtain a more reliable result. The three interlaced datasets generate three linear regression 

models, and although the original data contain noise values that hinder accurate estimation, the noise can 

be effectively suppressed by combining models separately trained on the individual interlaced datasets. 

Fig. 4 shows the proposed design of multiple machine learning model with three interlaced datasets 

extracted from the original input data. The feature values of the original input data are distributed into 

the interlaced data by alternate extraction. The interlaced data are used as training data to generate a 

machine learning model for each interlaced dataset. Each trained model can be used as a stand-alone 

model, but the overall result can be obtained as a combination of the estimation results predicted from 

these individual interlaced-data models. Such a combination of models can be expected to produce more 

reliable results than a single model trained with the conventional linear regression approach. 

 

 
Fig. 4. Design of multiple machine learning models with interlaced data from original input data. 
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The three linear regression models generated on the interlaced data are trained using a conventional 

linear regression approach. The software similarity classification model used here is trained to predict 0 

or 1 according to the similarity of software on feature data. After training models with the interlaced data, 

each linear regression model can be independently used to classify similar software. However, a single 

integrated model can be designed by combining the three classification models to achieve more reliable 

classification results. 

Integration of machine learning models is achieved by combining the trained models to predict the 

final results of a problem. Let ml(x) be the machine learning model of classifying similar software for 

training data x. Then, the machine learning model ml(i) for the i-th interlaced data x(i) can be formulated 

as follows: 

 

����� = �1,  if  ��	����
 = ��
�
0,  otherwise

 (3) 

 

Eq. (3) shows the individual machine learning model for the i-th interlaced data, and the results are 

classified as 1 or 0 according to the prediction results of the models of the interlaced data. Then, the three 

machine learning models are integrated as follows: 

 

������������ = � ��
�,     if � ������

���
≥

3

2�����,   otherwise

 (4) 

 

Eq. (4) shows the integrated model of the three models for the interlaced data. The integrated model 

determines the final prediction results based on the results of three different models of the interlaced data. 

Even if one model fails, the integrated model can predict the correct results if the other two models predict 

the correct results. Therefore, the integration of models is expected to improve the reliability of the pre-

diction results. 

Integration of the individual linear regression models trained with the interlaced data yields a combined 

model for classifying similar software. In other words, the similar software classification model is 

designed to put together the three interlaced-data models. Fig. 5 shows the structure of the similar software 

classification model with interlaced data designed in this paper. The Java bytecode analyzer analyzes 

Java software and generates the code vector of bytecode from input Java software to extract the features 

of software. The code vectors are compared with each other to generate the code difference data which 

can be used as training data of linear regression. By using the data interlacing analyzer, the original data 

are distributed into three interlaced datasets. Linear regression analysis is then applied to the three 

interlaced datasets independently to generate a unique model for classifying similar software for each 

interlaced dataset. After training, the three analytic models are integrated into one software similarity 

classification model to improve the reliability of the results. When integrating the three linear regression 

models, the result of the classification model is determined by the majority vote of the three models 

depending on the similarity of the feature values in the software. 
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Fig. 5. Structure of the interlaced-data linear regression model for classifying similar software. 

 

 

4. Experimental Evaluation 

4.1 Experimental Environment 

In this paper, we have presented a machine learning approach to classifying similar software that 

involves applying multiple linear regression models generated by interlacing data. This section describes 

an experiment to evaluate the accuracy of the proposed approach as compared to a conventional linear 

regression approach. Table 1 presents the experimental environment. To perform this experiment, Java 

software has been used as a benchmark software set for training and evaluating the proposed method. 

The proposed approach for classifying similar Java software has been implemented with Python [25] and 

the scikit-learn library [26] and was performed in a Microsoft Windows 7 environment with 16 GB main 

memory. The conventional linear regression model presented in [14] was applied to compare the 

prediction results of similar software classification. 

 

Table 1. Experimental environment 

CPU RAM Operating system Language Benchmark software set 

Core i7-4790 16 GB MS Windows 7 Python, Scikit-learn Java software, Jakarta ORO, ANTLR 
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Table 2 shows the specification of the benchmark software for this experiment. We have independently 

used benchmark software sets for training and evaluation. The Java application, ANTLR [27], has been 

used as a training dataset for building linear regression models for interlaced features from the original 

training data. We generated the test dataset to evaluate the proposed approach from Jakarta ORO [28]. 

To reflect similar versions of software for classification, we have used the Smokescreen obfuscator to 

generate similar but modified versions of original benchmark software. Smokescreen changes the name 

used in software and modifies the control flow structures and instruction patterns of the software to 

modify the original program into a similar but obfuscated version that is difficult to understand. In other 

words, the Smokescreen obfuscator can transform an original program into similar versions with 

modified structures. The numbers of datasets we used for training and testing are 13,689 and 2,500, 

respectively. From the benchmark software, the code vectors were generated and compared with each 

other to generate the input data of the proposed multiple linear regression model. 

 

Table 2. Benchmark dataset for training and test used in experimental evaluation of the proposed linear 

regression model 

 Training data Test data 

Software data ANTLR 3.5.2 Jakarta ORO 2.0.8 

Number of class files 117 50 

Maximum number of bytecodes 1,646 923 

Average number of bytecodes 172 144 

Number of datasets 13,689 2,500 

 

4.2 Experiments Results 

Table 3 shows experimental results for the combined interlaced data model as compared to a conventional 

linear regression model that is presented in [14]. Three strands of interlaced data were used, and the total 

number of test datasets was 2,500. The proposed model was a combination of three models trained with 

the interlaced feature data. The results of software similarity classification were evaluated as correct if 

the results achieved with a model could classify similar and dissimilar software correctly. In the 

experimental results for the conventional linear regression model, 2,252 classifications were correct out 

of 2,500 test data items, for overall classification accuracy of 90.08%. For the proposed model, 2,356 

classifications were correct out of 2,500, so the classification accuracy was 94.24%, which was 

significantly more accurate than the conventional linear regression model. Based on these experimental 

results, we conclude that the proposed approach is more effective than conventional linear regression for 

classifying similar software. 

 

Table 3. Experimental results for the proposed approach as compared to a conventional linear regression 

model 

 
Conventional linear regression 

model [14] 

Proposed model using  

interlaced data 

Number of interlaced datasets 1 3 

Total number of classifications 2,500 2,500 

Number of correct classifications 2,252 2,356 

Overall accuracy (%) 90.08 94.24 
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From the experimental results, the classification accuracy of the proposed approach was about four 

percentage points higher than that of the conventional method. Moreover, the numbers of false positives 

and false negatives decreased in the proposed approach as well. This enhanced performance was to be 

expected: the conventional method produces only one classification model that is then trained with the 

original training data, so that noise values within the training data may lead the model to make incorrect 

classifications for similar software. The advantage of the method proposed in this paper is that it 

distributes the effects on classification results of feature values, including noise values, by separating the 

original data into several interlaced datasets. Since the interlaced datasets are generated by alternately 

extracting features from the original training data, the scope of the effect on classification results of 

interlaced data is limited to the particular linear regression model to which the data belong. Moreover, 

combining multiple linear regression models trained with interlaced data can produce more reliable 

results in classifying similar software. 

In the experimental results, the proposed linear regression model with interlaced data improved the 

accuracy of the results in classifying similar software. This confirmed that separating the effects of the 

feature values of training data helps improving the classification accuracy of similar software in the linear 

regression approach. More generally, the proposed method of interlacing data can be effective at improving 

the accuracy of linear regression whenever training data contain noise feature values. The application of 

multiple models with interlaced data is anticipated to design improved linear regression models that 

reduce estimation errors in classification problems. 

 

 

5. Related Work and Discussion 

5.1 Related Work 

In this section, the existing methods for software similarity analysis are discussed. Table 4 shows the 

related work on software similarity analysis. According to the approaches for analyzing the similarity of 

software, the methods are classified into five groups. The source code analysis is optimized for source 

code comparison through neural networks [21,22], k-NN [23], or token strings [29]. These methods are 

limited to apply in environments where the source code of software is available. Software birthmark 

means the inherent characteristics of software that can be used to distinguish different software. This 

approach analyzes various characteristics of software, such as runtime API call sequences [1], whole 

program path [4], static information of Java software [5], k-gram of opcode [30], or dynamic opcode n-

gram [31]. The analyzed birthmarks express the inherent characteristics of software and the birthmarks 

are compared to distinguish different software. This approach requires designing specific code analysis 

algorithms to extract the birthmark data based on information of interest. Similarly, the value-based 

approach focuses on the specific values of static or dynamic environments, such as features of API calls 

[6], the semantics of basic blocks [32], critical runtime value [33], or program logic [34]. Machine 

learning-based methods apply several approaches of machine learning to analyze the similarity of 

software, such as linear regression [14], support vector machine [17], and neural networks [20,24]. 

This approach classifies similar software through learning from previously known training data. So, 

the quality of training data and the design of the machine learning model are important. The proposed 

approach is a variation of machine learning with linear regression. The proposed method is an approach 
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to improve existing methods by applying multiple models by interlacing input data. The interlacing of 

data tries to localize the effects of noise values that may be contained in training data, and the integration 

of multiple models can improve the reliability of analytical results. The software similarity analysis can 

be useful in various fields in computer science, such as detection of illegal code reuse, identification of 

similar algorithm or software, and malware detection. 

 

Table 4. Related work on software similarity analysis 

 
Source code  

analysis 

Software  

birthmark 
Value-based Machine learning 

Proposed 

approach 

Analysis 

approach 

Static Static [5,29] or 

Dynamic [1,4,30]

Static [31] or  

Dynamic 

[6,32,33] 

Static Static 

Target 

software 

Source code Binary code Binary code Binary code  Binary code 

Comparison 

approach 

Neural net [21,22]

k-NN [23] 

Token [29] 

API call [1] 

Whole program  

path [4] 

Static info. [5] 

k-gram [30] 

Dynamic opcode 

[31] 

API call [6] 

Basic block [32] 

Critical runtime  

value [33] 

Program logic [34]

Linear regression 

[14] 

SVM [17] 

Neural net [20,24]

Linear regression of 

interlaced data 

Requirement Applicable for 

source code only

Design of code 

analysis algorithm 

Design of code 

analysis algorithm 

that is specific to 

the structure of 

binary code  

Design of machine 

learning and 

training data 

Design of multiple 

linear regression 

models on 

interlaced data 

Applicability Detection of source 

code plagiarism 

Comparison of 

binary code 

through analyzed 

code info. 

Comparison of 

binary code 

through static  

or runtime data or 

values 

Classification of 

similar software 

through machine 

learning 

Classification of 

similar software 

through 

integration of 

linear regression  

Advantage Optimized for 

source code 

comparison 

Efficient 

comparison of 

binary code 

Optimized for 

specific values or 

data 

Comparison 

through machine 

learning 

Improved 

comparison 

accuracy with 

multiple models 

 

5.2 Discussion and Future Work 

The integration of three independent models can improve reliability and accuracy because they can be 

calibrated through different models, even if the prediction results are wrong in one model. On the other 

hand, there are several issues to consider to apply the proposed method. Although the accuracy and 

reliability of the classification result can be improved, the design of the proposed model is more 

complicated than the conventional model. In the design of multiple linear regression models, the 

procedure of several processes is required, including interlacing data, learning and generating independent 

models, integrating individual models, and finally predicting the results. Because the complex procedure 

can be overhead in the performance of learning and predicting results, the proposed model may be 

disadvantageous for applying in performance-critical environments such as real-time processing. 

Overfitting is one of the main concerns in applying machine learning approaches to predict the results 

of real-world problems. The proper control of the occurrence of overfitting is important in designing 

machine learning models. Because the proposed model integrates independent multiple models for 
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classifying similar software, overfitting may appear in different aspects depending on the features of the 

interlaced data of the models. Therefore, much more attention is needed to find and control the presence 

of overfitting compared to the existing ones. In future work, we plan to study how to find overfitting in 

different individual models and how to reduce the occurrence of overfitting in multiple linear regression 

models. 

 

 

6. Conclusion 

The importance of software in information systems has been continuously increasing in recent years. 

In view of this increasingly important role, ongoing effort is needed to better understand the 

characteristics of software. Such efforts will be helpful for improving productivity and safety in software 

development. In recent software analysis studies, machine learning approaches have become widely used. 

To accurately train models and improve accuracy in applying machine learning, it is important to reflect 

the characteristics of data in the training process. 

Linear regression is widely used in estimation problems that can be solved by modeling a linear 

relationship between input and output data. The conventional linear regression model can be used to 

classify similar software by training with data representing the software features. In this paper, we 

proposed an approach to this kind of machine learning that involves applying multiple linear regression 

models generated by interlacing data, which is expected to improve classification accuracy for similar 

software. We presented a method of interlacing data to generate multiple linear regression models, 

including the design of the combined linear regression model derived from the interlaced data. We then 

conducted experiments to evaluate the proposed approach as compared to conventional linear regression 

models for classifying similar software, and the experimental results show that the proposed method can 

indeed classify similar software more accurately than conventional linear regression. The proposed 

approach is expected to be an effective method in linear regression contexts for improving the accuracy 

of results. The application of multiple models with interlaced data is anticipated to reduce estimation 

errors in classification problems appropriate for linear regression. 
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