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Abstract 

In the Internet of Things (IoT) era, the types of devices used by one user are becoming more diverse and the 

number of devices is also increasing. However, a forensic investigator is restricted to exploit or collect all the 

user’s devices; there are legal issues (e.g., privacy, jurisdiction) and technical issues (e.g., computing resources, 

the increase in storage capacity). Therefore, in the digital forensics field, it has been a challenge to acquire 

information that remains on the devices that could not be collected, by analyzing the seized devices. In this 

study, we focus on the fact that multiple devices share data through account synchronization of the online 

platform. We propose a novel way of identifying the user's interest through analyzing the remnants of targeted 

advertising which is provided based on the visited websites or search terms of logged-in users. We introduce a 

detailed methodology to pick out the targeted advertising from cache data and infer the user’s interest using 

deep learning. In this process, an improved learning model considering the unique characteristics of 

advertisement is implemented. The experimental result demonstrates that the proposed method can effectively 

identify the user interest even though only one device is examined. 
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1. Introduction 

Digital forensics aims to gain a better understanding of an event of interest by finding and analyzing 

the facts related to the event [1]. To reveal the truth of an event, the digital forensic investigator should 

examine the remnants of an event left on the digital system, like desktop, laptop, smartphone, wearable 

device, etc. [2]. 

As information and communication technology has developed, a variety of portable devices such as 

Internet of Things (IoT) devices have been released. There was an attempt to leverage IoT devices in 

digital investigation [3]. However, the rapid development of IoT raises new challenges in digital forensics 

[4,5]. It is becoming nearly impossible to investigate entire devices or storages due to technical and legal 

issues. 

The increase in storage capacity has required extensive resources and time, therefore, even a simple 

forensic operation like the search for a target file can be a considerable expense [6]. There are also 

jurisdictional legal issues as the digital devices may be out of the site or be dispersed in multiple countries 
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[7]; most used applications use cloud or fog computing that stores files or data on not an individual device 

but a server system [8]. Furthermore, seizing and analyzing all devices of the suspect can raise an invasion 

of privacy [9]. For these reasons, the forensic investigators should find out, as much as they can, the event 

by analyzing the remnants left in some of the suspect’s devices. 

In this paper, we focus on targeted advertising stored in user’s local devices. When the user utilizes a 

web browser, online platform services analyze the user’s usage pattern to extract the user’s interest. 

Because people usually log in to multiple devices with the same account (e.g., Google, Apple, Microsoft), 

by analyzing the targeted advertising stored in seized devices, keywords or interests that the user has 

searched for on other devices can be identified. 

The remainder of this paper is organized as follows. In Section 2, the background is introduced. Section 

3 describes our proposed methodology and then it is proven by an experiment in Section 4. Concluding 

remarks are drawn in Section 5. 

 

 

2. Background 

2.1 Deep Learning 

The concept of deep learning and the backpropagation algorithm first appeared in the 1980s. At that 

time, although the algorithm worked successfully, it took too much time to train a neural network. So 

deep learning was considered as an impractical technique for general applications in other fields. 

However, in the mid-2000s, with the development of computer hardware and technology that can 

overcome the existing problems of deep learning (i.e., vanishing gradient problem, overfitting, and 

initialization), deep learning has begun to draw attention again. Conventional machine learning 

techniques were limited in their ability to process natural data in their raw form. Constructing the machine 

learning system requires careful engineering and considerable domain expertise to design a feature 

extractor that transforms raw data into a suitable internal representation or feature vector [10]. Unlike 

machine learning, a deep learning method is a set of methods that allow a machine to be fed with raw 

data and to automatically discover rules needed for detection or classification [11]. 

 

2.2 Natural Language Processing 

Natural language processing (NLP) is a set of technologies that analyze, extract, and understand 

meaningful information from human text. There are many areas where NLP is used in our daily life; text 

summary, conversation system (e.g., Apple Siri, Amazon Alexa), and machine translation (e.g., Google 

Translate) [12]. Most of the early NLP techniques used a rule-based approach to write down human 

vocabulary and language. However, due to the variability, ambiguity, and context-dependent interpretation 

of the human language, the conventional NLP technique had a big limit on its performance, and most of 

the state of art NLP technique has used machine learning for the sophisticated linguistic analysis. 

The state of art NLP technique can identify syntactic and semantic information including contextual 

information [13]. Word embedding is one kind of NLP technique. The word embedding means a process 

of converting natural language into a vector. Embedding plays a key role as the first gateway for the 

computer to understand natural language. When deep learning and NLP are used together, the quality of 

the embedded vector largely affects the overall performance of the whole model. 
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2.3 Targeted Advertising 

Online advertising is an enormous industry. The market share of Internet advertising has been steadily 

rising, currently totaling a third of the total advertising revenues in the United States, and almost equals 

that of broadcast television [14]. The targeted advertisement is valuable to advertisers as it increases the 

probability that the advertisement leads to a customer’s purchase. Recent research shows that 

personalized advertisement is twice as effective as non-personalized advertisement [15]. Companies try 

to gather, process, and manage the information for its optimum use. Traditionally, tracking web cookie 

was the main way of gathering customer information. But due to the increased usage of mobile devices, 

browser fingerprinting is becoming a popular way of user identification in place of the traditional cookie-

based approach [16]. Personal information used for targeting includes keywords entered in search 

engines, recent browsing history, previous web purchases, and even the topics in their e-mails. It goes 

without saying that targeted advertising can be used to infer the user’s interest [17]. 

 

2.4 Related Works 

Estimating user interests is a very important issue in areas such as digital forensics and recommend 

systems. Recently, with the prevalence of various IoT devices, the frequency of users using Social 

Network Service (SNS) has increased [18]. Accordingly, most studies related to user interests have been 

focusing on articles written by users on SNS. Kang and Lee [19] try to extract user interests by applying 

frequency-based NLP techniques to the articles. However, this method may have problems with accuracy. 

Since it is based on the user-written text, it cannot extract the user’s interest if the user-written text does 

not reflect the user’s interests or personality. 

Particularly in the digital forensics field, it is a very important issue to extract user interests. As the 

capacity of storage devices becomes larger and one user uses multiple IoT devices, the importance of 

user profiling through user interest extraction becomes a very important issue. Forensic researchers have 

tried to identify user interest by using data collected from web browsing behavior. Luo et al. [20] 

proposed a method to estimate the user interest by analyzing the user’s action on the web. Diep et al. [21] 

proposed an unsupervised method to estimate the user interest from browsing behavior data. Siriaraya et 

al. [22] also estimated user interest by analyzing the browsing history of the user. However, because the 

previous works focused on data stored on local devices, there was a significant drawback that it is difficult 

to identify how the user utilizes other devices. To overcome the drawback, we estimate the user interest 

using web cache data of targeted advertising image, which is generated automatically and shared between 

devices through account synchronization. 

Also, looking at the recently published papers, there are many attempts to apply NLP to deep learning. 

Karbab et al. [23] used deep learning and NLP to determine whether a file is malicious and to identify 

malware clusters. They performed word embedding for the behavioral report of malware and classified 

the embedded vector into two classes (benign, malicious). The proposed framework showed F1-score 

that exceeded 90% on average. In the same manner, Lee et al. [24] proposed a system that detects fake 

news using deep learning and NLP. They embedded the head and body of the news respectively using 

fastText and then classified the vector using deep learning. The proposed system showed an accuracy of 

about 70% for 100K test datasets. Salminen et al. [25] proposed a framework that determines whether 

comments on SNS platforms such as YouTube, Reddit, Wikipedia, and Twitter are harmful or not. The 

proposed framework showed an F1-score of about 90% for 200K datasets. 
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3. Methodology 

In the case of a normal image, the subject of the image can be extracted exactly just by classifying the 

image using deep learning (e.g., convolutional neural network). However, in the case of advertising 

images, even in advertising images that promote the same product, the texts or objects in the images may 

be completely different (Fig. 1). Considering this characteristic, the existing approach for image classi-

fication is not suitable for advertising images. So, we propose a new method that uses an embedded vector 

extracted from the advertisement to classify the image instead of classifying the image directly. 

 

 

(a) (b) 

Fig. 1. (a, b) Examples of two targeted advertising images containing the same subject (beverage). 

 

Table 1 represents the result of image classification for the two examples using naive deep learning 

image classifier. Xception is a kind of deep learning image classification model that was implemented 

by Google in 2016. Google Cloud Vision is a deep learning-based image processing API that is com-

mercially provided by Google. There are three modules in Google Cloud Vision to handle image: label 

detection, object detection, and text detection. We confirmed that among the modules, label detection is 

the most suitable for extracting the subject of the image. Therefore, we compared the results of label 

detection of Google Cloud Vision and Xception. 

 

Table 1. Results of applying naive deep learning image classifiers to the two sample images of Fig. 1 

 Fig. 1(a) Fig. 1(b) 

Xception Pop bottle, Beer bottle, Wine bottle Refrigerator, Eggnog, Pop bottle 

Google Cloud Vision Bottle, Drink, Glass bottle Vintage advertisement, Drink, Soft drink 

 

As seen in Table 1, the label detection showed slightly better results than Xception, but all of the two 

naive deep learning models could not find out that Fig. 1(a) and 1(b) belong to the same category. For 

this reason, we used deep learning along with word embedding to extract the subject of advertising 

images. 

Our proposed method consists of four major parts: targeted advertising image extraction, subject of 

image extraction, word embedding, and classification using deep learning. The overall configuration of 

the proposed system is represented in Fig. 2. The detailed description of each major part is as follows. 
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Phase 1. Extracting targeted advertising 

The web browser’s cache contains downloaded images, videos, documents, and executable files, so 

forensic researchers have studied how to use the cache as evidence [26,27]. Our proposed method focuses 

on Chromium web browser that stores the cache data in “%UserProfile%\AppData\Local\Google\Chrome\  

Userdata\Default\Cache.” Among the cache data, only the targeted advertising images are extracted based 

on certain rules such as image URL or image size. 
 

Phase 2. Extracting subject of image 

The subject extraction module extracts the subject of the targeted advertising image. Generally, it is 

known that the subject of an image can be derived by using object detection or text detection [28]. 

However, because the advertisement has different characteristics from the general image, we use label 

detection provided by Google, which conducts a comprehensive analysis and shows slightly better 

performance than the other naive deep learning model. 
 

Phase 3. Embedding image as a vector 

This module embeds the derived subjects of the image into a vector. We use fastText developed by 

Facebook AI Research Lab for word embedding [29]. Because the number of subjects is not enough to 

train a new fastText model, this module uses a pre-trained model that 2 million-word vectors were trained 

by web crawling. 
 

Phase 4. Training system 

A deep learning model is implemented to classify the calculated vectors according to the image 

categories. This module uses the Keras library to implement the deep learning model. Keras is an open-

source neural network library developed in Python [30]. It is a high-level library of TensorFlow for 

building and training deep learning models and is now used in many areas due to its user-friendly design. 

 

 

Fig. 2. The overall configuration of the proposed system. 

 

 

4. Experiment 

4.1 Experimental Setup 

The experiment was conducted using an i7-8700 processor and an NVidia GeForce 1070 Ti graphic 

card. First of all, we selected six categories that can represent user interests using Google Trends: 
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Automobile, Beverage, Clothing, Cosmetic, Electronic, and Food. After selecting the six categories, we 

chose the detailed keywords on Wikipedia Hierarchy for each category. Then, we repeatedly searched 

the chosen keywords on websites such as Amazon and Google until the user’s interests are reflected in 

targeted advertising. 

Secondly, we extracted targeted advertising images from web cache data based on the size of the image 

and URL that represents a source of the image. By parsing the cache image, the URL recorded by the 

advertising agency can be identified. For example, the cache image created by Google AdSense, the most 

used custom advertising engine, contains the URL that starts with “tpc.googlesyndication.” Also, source 

URL such as “cdn-aitg.wideplanet” and “pix.as.criteo” is recorded in the targeted advertising image. 

Besides, we have empirically confirmed that the image that size is 4 kB or less is not the advertising 

image but the icon cache, so we excluded the images below 4 kB. We repeated the above process for 

cache data, and, as a result, collected experimental data as seen in Table 2. 

 

Table 2. Number of collected images by category 

Category Number of images 

Automobile 4,532 

Beverage 4,564 

Clothing 5,323 

Cosmetic 4,905 

Electronic 2,886 

Food 3,076 

 

And then, we derived the subjects of the image using label detection of Google Cloud Vision for all 

the collected images. Among the extracted labels (subjects), the top 5 labels by the score were embedded 

as 300-dimension vectors using a pre-trained fastText word embedding model. Then, we calculated the 

weighted average of the five vectors; we consider the weighted average vector as a representative vector 

for each image. 

 

 

Fig. 3. Structure of the ensemble model. 

 

Finally, we used deep learning to classify the representative vector into six categories. We implemented 

three different deep learning models and compared the performance of each model: the multi-layer 

perceptron (MLP) model, convolutional neural network (CNN) model, and recurrent neural network 
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(RNN) model. Additionally, a voting-based ensemble technique using five weak learners was used to 

improve the performance of each classification model. Ensemble technique is one of the most popular 

and effective techniques in deep learning. It is a technique that combines and uses several individually 

trained models that are expressed as weak learners. We built three ensemble models by training five naive 

models for each of the three naive model types (MLP, CNN, RNN) mentioned above and comparing the 

results. The use of the ensemble technique improved the overall performance of the model and had the 

effect of alleviating overfitting to some extent. The structure of the ensemble model we used in the 

experiment is shown in Fig. 3. 

 

4.2 Experimental Result 

Our proposed system classified advertising images with an F1-score of 79%. Table 3 shows the overall 

classification performance and hyperparameters of the model. As seen in Table 3, the model with the 

ensemble technique shows a performance improvement of about 2% compared to the model without the 

ensemble. Table 4 is a classification report showing an overall performance of the CNN ensemble model 

that showed the best performance in our experiment. The confusion matrix of the CNN ensemble model 

is represented in Table 4. 

 

Table 3. Metrics of naive model and ensemble model 

Model Epochs Learning rate 
Accuracy (%) 

 Naive Ensemble 

MLP 10 0.01 74.47 76.30 

CNN 10 0.01 75.98 76.69 

RNN 20 0.01 74.91 76.06 

 

Table 4. Classification report of CNN ensemble model 

 Precision Recall F1-score Support 

Automobile 0.94 0.91 0.92 452 

Beverage 0.72 0.78 0.75 444 

Clothing 0.74 0.84 0.79 547 

Cosmetic 0.82 0.75 0.78 452 

Electronic 0.68 0.70 0.69 290 

Food 0.88 0.71 0.79 330 

Accuracy - - 0.79 2515 

Macro avg. 0.80 0.78 0.79 2515 

Weighted avg. 0.80 0.79 0.79 2515 

 

In our experiment, the CNN model with the ensemble technique showed the best overall performance. 

We extracted subjects of the targeted advertising image and then embedded the subjects into 300-

dimension vector. Since the meaning of subjects extracted from the image is mostly similar and 

embedded vector contains the meaning of the word, vectors generated by words with similar meaning 

have a locally similar distribution. Due to the nature of CNN that specializes in capturing the most salient 

local features [31], it shows the best performance in our experiment. The model architecture of our CNN 

model is represented in Fig. 4. 
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Fig. 4. The model architecture of CNN model. 

 

 
(a) (b)

(c)

Fig. 5. The loss and accuracy of the proposed models: (a) MLP, (b) CNN, and (c) RNN. 
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The loss and accuracy during training (100 epochs) are shown in Fig. 5. As shown in Fig. 5, MLP and 

CNN show overfitting when the epoch exceeds 10. In RNN, overfitting occurs when the epoch exceeds 

20. In this experiment, because the number of training data is not enough to train a complex model fully, 

the model tends to occur overfitting quickly. 

 

4.3 Discussion 

As experiment results have shown, there are some false positive and false negative errors in the system 

we proposed. We discuss the results as follows: 

1) The small dimension of the input vector results in constraints on performance improvements. We 

could not train a new word embedding model since the number of images collected was too small, 

so we used a pre-trained word embedding model. As a result, the dimension of the input vector fed 

into the deep learning model was 300. Because the dimension of the input vector was small, the 

total number of trainable variables was limited, and it caused insufficient performance. 

2) The number of training data is too small and unbalanced.  Since the number of training data was 

too small, we could not build a delicate model. We built a shallow model that combines network 

layers simply and this results in early overfitting and low accuracy. Also, as seen in Tables 4 and 

5, the precision, recall, and F1-score are significantly low in the electronic category. We can deduce 

the reason for this as an imbalance of the number of training data. In Table 2, it can be seen that 

the number of learning data in the electronic category is remarkably small. This might cause poor 

classification performance for the electronic category. 

3) It is difficult to extract the subject in case of an advertising image containing content that is not 

related to the subject of the advertisement. Also, if the result of embedding subjects extracted as a 

result of label detection does not have a similar distribution in the vector space, this can have a 

negative influence on the training process. 

4) Because we use a pre-trained fastText model, the performance of the proposed system is dependent 

on the performance of the model. In other words, the quality of the pre-trained fastText word 

embedding model affects the overall performance of our model. Since the pre-trained fastText 

model that we used in our experiment was developed not for keywords related to commercial 

advertisements, but for general purpose. Therefore, there is a limitation in improving the perfor-

mance of our system. 

 

Table 5. Confusion matrix of CNN ensemble model 

Actual class 
Predicted class 

Automobile Beverage Clothing Cosmetic Electronic Food 

Automobile 408 8 13 4 22 5 

Beverage 3 356 38 16 18 16 

Clothing 14 24 453 16 23 10 

Cosmetic 3 43 53 370 22 2 

Electronic 5 19 27 10 209 3 

Food 2 40 18 4 21 217 

 

Although there are some drawbacks, the overall F1-score of our system is measured as 79%. The 

experiment confirms that user interest can be identified from advertising images using deep learning and 

NLP. The targeted advertising image may be found on various devices using the synchronization between 
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accounts, so forensic investigators can extract the user interest remaining in other devices that cannot be 

seized, by only analyzing the targeted advertising on the seized devices (Fig. 6). 

 

 
Fig. 6. Identification of the information of the user interest scattered in various devices. 

 

 

5. Conclusion 

In this paper, we have proposed a system that extracts the user interest from the targeted advertising 

image in web cache data stored in various devices. As the user and the devices have a close relationship, 

the user’s personal characteristics such as user interests are reflected in the system. As a result, the user’s 

devices become a rich source of useful information for profiling users. The existing methods of extracting 

user interests using SNS posts cannot accurately extract user interests unless the user reflects the user’s 

characteristics in the posts. And, simple frequency-based analysis on the SNS posts cannot extract the 

user interests that change over time. Another analysis method of user interests using web browser data, 

which have been widely used in the digital forensics field, has a disadvantage in that data stored in other 

devices cannot be analyzed. 

The key concept of our proposed system is to leverage web artifacts synchronized between the user’s 

devices. We have used the advanced NLP and deep learning technique to build a classification model for 

the targeted advertisements which is stored in synchronized web data. The proposed system achieves 

over 79% F1-score in identifying user interest. Through the experiments, we have confirmed that our 

proposal is suitable for extracting user’s interests in digital forensic practice. 

Since the user’s interests that have changed over time are reflected in the targeted advertising and 

updated constantly, the user’s interests can be accurately extracted by using this. Also, considering that 

people usually log in to multiple devices with the same account (e.g., Google, Apple, Microsoft), 

keywords or interests that the user has searched for on other devices can be identified by analyzing the 

targeted advertising stored in seized devices. Using the proposed method, an investigator would extract 

the user interest while solving legal issues (e.g., privacy, jurisdiction) and technical issues (e.g., com-

puting resources, the increase in storage capacity, accuracy) of traditional forensic techniques. 
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