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Abstract—The era of the Internet-of-things (IoT) comes with
tremendous burdens on pre-existing network infrastructures and
protocols due to spectrum scarcity and reliability concerns.
Cognitive radio (CR) technology is proposed for IoT applica-
tions to alleviate the spectrum scarcity paradigm. In CR-IoT-
based networks, the IoT devices/nodes share the spectrum with
primary users (PUs). However, in order not to interfere with PUs
communications and to conform with the elevating throughput
requirements, efficient multi-radio/multi-channel assignment al-
gorithms are required. Additionally, in order to ensure reliable
transmission, algorithms need to be resilient to jamming attacks,
which have detrimental impacts on network performance. In this
paper, parallel-channel security-aware medium access control
(PCS-MAC) is proposed as a probabilistic-based jamming re-
silient multi-channel assignment algorithm proposed for medical
networks. PCS-MAC considers primary user activity, channel
conditions, jamming attack levels, and data-rate requirements
to provide spectrally efficient data transmission between CR-
IoT nodes subject to delay constraints under jamming attacks to
assure the delivery of time-critical patient data. The performance
of PCS-MAC is practically validated using the open large-scale
future Internet-of-things (FIT) IoT-LAB testbed. Practical results
show that our proposed algorithm significantly enhances network
performance, yielding throughput rates that supersedes the state-
of-the-art algorithms presented in literature.

Index Terms—Cognitive radio, Internet-of-things, jammer, se-
curity, spectrum assignment, testbed.

I. INTRODUCTION

THE Internet landscape is burgeoning, especially now
with the introduction of a multitude of devices that are

connected to the Internet [1]. Internet-of-things (IoT) is the
technology that encompasses the enormous range of devices
that can connect to the Internet and require sharing data with
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other neighbouring devices [2]. Due to the interconnected
nature of IoT devices, even a single poorly secured device
or service can be an entry point for a cyber attack and
potentially affect the security and resilience of the Internet
globally [3]. Moreover, these IoT devices can carry time-
critical information, such as in healthcare and disaster response
applications, which can be life threatening if not received in
a timely fashion. Jamming attacks can obstruct transmission
either by damaging ongoing packets or denying devices from
accessing the shared wireless channel. Since jamming attacks
are considered the most common type of attacks in wireless
networks [4], jamming resilient algorithms are crucial in IoT
networks. Cognitive radio (CR) technology is presented as a
solution for IoT-based networks to improve spectrum utiliza-
tion by allowing dynamic spectrum access [5], [6]. In CR-IoT-
based networks, IoT devices share the wireless channel with
nodes that act as licensed primary users (PUs). IoT devices,
on the other hand, act as unlicensed secondary users (SUs)
and are granted access to the spectrum as long as they do not
interfere with PUs transmissions. As IoT-based applications
are becoming more integrated and pervasive in our daily lives,
the reliability of their transmissions is vital. Additionally, with
the uprise of new applications, such as remote-telesurgery,
throughput requirements are becoming stringent and dynamic.
The key lies in finding an efficient approach to utilize idle
channels in CR-IoT-based networks while mitigating jamming
attacks and satisfying quality-of-service (QoS) requirements.
Due to the aforementioned reasons, a channel-assignment
algorithm that is jamming resilient and allows multi-channel
transmission while serving different QoS requirements is sig-
nificantly crucial, especially in medical networks.

A. Background and Related Work

There are a vast number of approaches proposed for
handling jamming attacks in CR-based networks. Jamming
might result in a denial-of-service (DoS) attack, which is
one of the most serious and challenging security attacks in
CR networks [7]. Anti-jamming approaches include jamming
detection, prevention, and mitigation. The intuition behind
detecting jamming attacks is very basic; as the presence of
jamming signals at the receiver’s end most probably affects
the received signal strength [8]. However, correct jamming
detection is difficult based on a single system parameter [9],
as it causes inaccurate classification. Other parameters such as
packet-send-ratio, packet-delivery-ratio, and carrier-sensing-
time can be incorporated to model jamming detection systems.
Machine learning methods are now proving its efficacy to
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provide lightweight detection of jamming attacks such as in
the work done in [10], [11]. An influential work on jamming
attacks modeling, evaluation, and detection can be found in
[12], which is considered the foundation of the analysis in
this paper and will be thoroughly detailed in Section II.

For jamming prevention, a honeynet-based defense mech-
anism is proposed in [9], which aims to avert the attacker
from jamming genuine communications. This is accomplished
by dedicating a node, named honeynode, to gather data and
behavior from cyber attacks. The honeynode acts as a decoy as
the jammer intensifies its attack toward it, thus, reducing the
attack on the remaining nodes. Game theory recently emerged
as a framework for addressing jamming in CR networks. Amin
et al., in [13], investigated a game theoretical model that
aimed to maximize the utility of CR nodes in the presence
of intruders and jammers. In the analysis, CR nodes are
assumed to know the positions of the jammers and each others,
which is an assumption that can be troublesome in practical
deployment. Rawat et al. extended the work done in [13] to
include primary user emulation (PUE) attacks in [14]. Simi-
larly, the location of the PU and CR nodes were shared among
the nodes and a spectrum sensor was utilized. The sensor
used signal energy and bandwidth, cyclostationary features,
and location verification techniques to identity channel status.
The aforementioned methods, among others, either relied on
dedicated nodes or additional hardware elements for sensing,
which is again intensive for IoT-based networks.

Adopting multi-radio/multi-channel transmission in IoT-
based networks is a novel field of research and is still in its
early stages. This field is grabbing attention as the require-
ments of future IoT networks are evolving and the demands
for increased data-rates are increasing. The work in [15] is
dedicated to a multi-channel assignment algorithm that aims
to reduce inter-channel interference, and then the work was
extended to include various quality-of-service (QoS) require-
ments in [16]. A multi-channel cluster tree for beacon-enabled
IEEE 802.15.4 wireless sensor networks was presented in [17]
to minimize beacon collisions. Another multi-channel medium
access control (MAC) protocol for IoT that took into account
channel conditions, latency and frame reception ratio can be
found in [18]. An online learning method based on Dirichlet
process in [19] is investigated for multi-user multi-channel
scenario in cognitive radio networks. Moreover, a Q-learning
based spectrum access scheme is proposed for CR networks in
[20]. However, mitigating jamming for such networks remains
an unexplored field of research.

Given the decentralized nature of most IoT deployments,
the majority of the presented parallel-channel (i.e., multi-
channel) assignment techniques base their decisions on a per-
link sequential greedy method without considering other nodes
(i.e., other CR users). The objective of this work is to service
the QoS requirements of the multi-channel/multi-radio CR-IoT
nodes while utilizing the least amount of channels possible
in order to provide a fair and non-greedy utilization of the
network resources (i.e., spectrum) even in the absence of
an IoT controller. Hence, high complexity (i.e., have multi-
channel/multi-radio capabilities) IoT devices can coexist with
low complexity devices. Additionally, our proposed algorithm

addresses jamming attacks at the device level while consid-
ering channel conditions, PU activity, and delay requirements
without additional dedicated nodes or hardware requirements
(i.e., additional sensors). Perhaps, the analysis that is closest
to our approach is the MAX-PoS approach proposed in [21],
[22]. The fundamental difference, however, is that MAX-PoS
only considers channel conditions and PUs activities, but it
is impervious to jamming. Security-aware MAC, presented
in [23], also addressed the aforementioned considerations,
however, it was limited to a single-channel configuration.

B. Our Contribution

This paper introduces a parallel-channel security-aware
medium access control (PCS-MAC) for CR-IoT-based net-
works as a jamming resilient, service oriented, multi-channel
assignment algorithm designed to satisfy high-data require-
ments of cutting edge IoT applications. The focus of this
paper is highly-reliable delay-sensitive CR-IoT networks; i.e.,
IoT networks equipped with CR capabilities, used for highly-
reliable delay-sensitive applications (e.g., healthcare, military,
indoor monitoring, etc.) [23]–[25]. The main feature of these
networks is that, while they employ the CR technology to
provide the spectrum needed for interconnecting large numbers
of IoT devices, the CR technology itself raises a challenge
against achieving the required high packet success probabil-
ities. In particular, the PU activity and jamming attacks are
considered the main source of packet failures, since a given
transmission over a certain set of channels can be interrupted
by PU transmissions or jamming attacks. Therefore, there
is a need for channel assignment algorithms designed for
achieving low packet failure probabilities, while taking into
consideration the PU activities, and jamming attacks.

The proposed algorithm also has several applications in
medical networks. This includes applications that require high
mobility of patients with a minimum delay of data delivery
to the right targets. Applications include IoT-based remote
patient monitoring systems. Several patient health readings
(e.g., blood pressure, heart rate, etc) can be read via wearable
IoT devices and reported back to physicians and hospitals on
a real-time basis. The sensitivity of the delay is very high in
such applications as emergency cases might require physicians
to take immediate actions. The mobility of a large number
of patients along with the continuous small-size messages
required by such applications make our CR-based algorithm a
perfect efficient solution for bandwidth utilization. Similarly,
IoT based Parkinson patient monitoring applications allow
remote tracking of the footsteps of moving patients, detection
of abnormal steps and timely reaction. Also, tracking the
location of Alzheimer patients can be done via IoT-based
insoles with built-in GPS capabilities.

The algorithm aims to enhance the overall network per-
formance by selecting the least number of secure channels
for each CR-IoT transmission while satisfying a pre-specified
QoS/throughput requirement and delay constraint. In addition
to the fact that PCS-MAC is generic in the sense that it
can be adopted by systems that use multi-carrier (i.e., multi-
channel) transmission techniques or systems that are physi-
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Fig. 1. CR-IoT-based network depicting the PUs and the SUs (IoT devices)
trying to send time-critical patient information over the wireless channel and
the jammer attempting to prevent their transmission.

cally equipped with multiple transceivers (i.e., multi-radio),
two other contributions of work are summarized as follows:

• Mathematical modelling of the parallel-channel assign-
ment problem that considers channel conditions, PUs
activity, delay requirements, and throughput requirements
while resisting jamming attacks without requiring addi-
tional nodes or hardware. Unlike the previously proposed
techniques in literature for single-channel transmission,
e.g., [23], our approach aims to provide multi-channel
transmission for users to ripe multiplexing/diversity gains
based on their application. Our derived solution turned
out to be a non-linear binary problem (NLBP). To
linearlize the NLBP problem, sequential-fixing linear
programming (SFLP) procedure [26], [27] is used as a
tool to solve the problem in polynomial time.

• Most of the work in literature is validated using simu-
lations, yet simulators cannot fully mimic real-life im-
plementation. Hence, to accurately analyze and validate
the proposed algorithm, PCS-MAC, real-life experiments
are used. The experiments are orchestrated to resemble
practical deployment settings on a large-scale testbed,
future Internet-of-things (FIT) IoT-LAB [28] and results
are shown under various system conditions.

This work extends our previous work in [29]. Our current work
considers two types of jamming attacks, namely proactive
and reactive jamming; while [29] only considered proactive
jamming threats. As a result, the optimization problem is
reformulated. Additionally, this paper expands the analysis of
the aforementioned work, by evaluating the performance of the
proposed algorithm under various system design constraints,
such as delay requirements and the number of available links
for transmission.

C. Paper Structure

The rest of this paper is structured as follows: Section II
details the network model, Section III depicts the PCS-MAC
algorithm, and in Section IV, the chosen experimental testbed,
FIT IoT-LAB, is introduced. Section V presents the results
and finally the paper concludes in Section VI.

II. SYSTEM DESCRIPTION AND JAMMING ANALYSIS

Fig. 1 depicts the system model of this work, showing the
different types of users who are sharing the wireless spectrum
in the presence of jammers. Jammers main categories include
constant, deceptive, proactive/random, and reactive [30]. The
constant jammer corrupts all network packets by transmitting
random signals continually. However, these types of attacks
can be easily detected, as the source of the created interference
can be traced [31]. A deceptive jammer sends constantly
a stream of bytes similar to a legitimate transmission. The
consistency of these attacks from a single source again makes
them easily traceable. Furthermore, the two aforementioned
attacks require a significant amount of power. Hence, in
our analysis, we focused on the two latter types of attacks,
the proactive and reactive jammers [12]. Proactive jammers
alternate between sleeping and jamming phases without any
regard to when CR nodes are transmitting. Reactive jammers,
on the other hand, are the most energy-efficient type of attacks,
as they start their transmissions only when CR transmission
is detected. A thorough illustration of these two jamming
strategies is provided in the forthcoming subsections. It is
important to note that jammers can simply disregard MAC
protocols and prevent legitimate users from using the network.
Yet, the legitimate users have to abide by IEEE’s MAC proto-
cols, which are normally carrier sense multiple access/collision
avoidance (CSMA/CA) based. Such attacks can also introduce
packet collisions and force repeated backoffs [32].

A. Network Model

The CR-IoT-based network model consists of M channels
and a set of links, Lx, such that M ≥ Lx. The number of
links depends on the number of transceivers present in the
CR-IoT nodes hardware architecture (in the case of multi-radio
transmission) or the maximum number of channels assigned to
this device (in the case of multi-channel transmission). It is im-
portant to note that in this analysis, we are considering a multi-
channel environment as well as a multi-channel transmission
capability of the devices. In this context, a communication link
between any two CR-IoT devices can consist of one or multi-
ple channels. Multi-channel transmission can be realized using
frequency division multiplexing (FDM), discontiguous orthog-
onal frequency division multiplexing (D-OFDM) [33], or other
multi-carrier schemes. Using a Markov renewal BUSY/IDLE
alternating process, the status of each channel i ∈ M is
modeled assuming all channels have equal bandwidths. T (i)

I

denotes that the channel is available/idle, and thus it can be
used by CR-IoT nodes. The duration T

(i)
B denotes the time for

which channel i is occupied by the PUs. Both durations can be
modeled as Poisson random variables [23]. Assuming that PUs
usage pattern slowly varies with time, CR-IoT devices can sim-
ply estimate PUs activity by conducting cooperative spectrum
sensing [34]. As previously mentioned, we consider two types
of jamming attacks, proactive and reactive jamming. In [12],
a gambling-based model of proactive and reactive jammers in
time-critical applications was developed and experimentally
validated. The rationale behind the model was that a delay
threshold can be set; a message would then become invalid if
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this threshold was exceeded. Retransmissions of the message
are seized if the transmission is successful, or if the delay
threshold is surpassed. The analysis led to the development of
the invalidity ratio metric, which encompassed the CSMA/CA
protocol. The analysis in this work follows the same rationale
presented in [12]. The behaviour of each type of attack and
its impacts on the network performance are described below.

Proactive jammer: We consider a set of proactive jammers
that attempt to corrupt the CR-IoT transmissions over the M
available PU channels. The strategy of the proactive jammer
attacking channel i, where i = {1, · · ·,M}, can be described
by the time interval between the successive jamming signals
over channel i (T (i)

J ). For successful packet delivery, the packet
transmission time, tx, needs to be less than both the chosen
CR channel idle period, T (i)

I , in order not to interfere with PU
activity, and the jamming interval across the channel, T

(i)
J ,

to ensure that the packet was not damaged by the jammer.
For a given assignment Ω = {m1,m2, · · ·,mM}, the failure
probability, as defined in [23], can be expressed as:

pp = 1− Pr
(
{min(T

(i)
I , T

(i)
J )} ≥ tx,∀i ∈ Ω

)
= 1−

∏
i∈Ω

Pr
(
{min(T

(i)
I , T

(i)
J )} ≥ tx

) (1)

Following the memoryless jamming model expressed in
[35], where T

(i)
I and T

(i)
J are statistically independent and

exponentially distributed random variables (with means of T
(i)

I

and T
(i)

J , respectively), then, pp can be expressed as:

pp = 1−
∏
i∈Ω

e
− tx

T
(i)
I e

− tx

T
(i)
J

= 1−
∏
i∈Ω

e
−tx

T
(i)
I

+T
(i)
J

T
(i)
I

T
(i)
J

= 1−
∏
i∈Ω

e−λitx , λi =
T

(i)

I + T
(i)

J

T
(i)

I T
(i)

J

(2)

Then, the failure probability after Nx MAC layer re-
transmission attempts is given by:

pfp = pNx
p =

(
1−

∏
i∈Ω

e−λitx
)Nx

(3)

Reactive jammer: For the case of reactive jamming, the
condition for successful packet delivery occurs when the
total transmission time of the CR-IoT packet is less than
the idle period of the selected channel and no jamming to
impact the packet occurs during that time. Since jamming and
PU activities are independent random variables, the failure
probability, pr, as defined in [23], is evaluated as

pr = 1−
∏
i∈Ω

Pr(T (i)
I > tx)(1− P

(i)
J )

= 1−
∏
i∈Ω

e
− tx

T
(i)
I (1− P

(i)
J ),

(4)

where P
(i)
J denotes the jamming probability over channel i.

Similar to the case of proactive jamming, the failure probabil-
ity after Nx retransmissions can be expressed as

pfr = pNx
r =

(
1−

∏
i∈Ω

e
− tx

T
(i)
I (1− P

(i)
J )

)Nx

(5)

B. Invalidity Ratio Analysis

The packet-invalidity ratio, r, can be interpreted as the
probability that the transmission delay of a data packet, D,
exceeds a preset threshold, Dth. Invalidity ratio calculations
take into account the jamming interval, the CR network link
quality, and PU channel availability duration. A generalized
upper bound for r (denoted as rup), irrespective of the jammer
type, can be calculated as [23]:

r ≤ rup =
pfdk

(1− pf )(Dth − dk) + pfdk
, (6)

where dk is the average MAC-layer delay of transmission k
and pf is failure probability after Nx re-transmissions. The aim
is to select the channels that would enhance the CR network
throughput for each transmission. In order to achieve this in
the presence of a jammer, the algorithm must account for PU
activity, link-quality, and jamming behaviour.

Given the upper bound rup, a specific invalidity-rate re-
quirement r ≤ γ can be ensured by imposing that rup ≤ γ,
where the term γ presents the invalidity ratio threshold that
is required to achieve predefined QoS requirements for IoT
devices. This implies that r ≤ rup ≤ γ, which ensures
that r ≤ γ. For a given γ, the upper bound in (6) can be
equivalently written in terms of pf as:

pfdk

(1− pf )(Dth − dk) + pfdk
≤ γ,

pfdk − γ(1− pf )(Dth − dk)− γpfdk ≤ 0,

pf
(
dk(1− 2γ) + γDth

)
≤ γ(Dth − dk),

pf ≤ γ(Dth − dk)

( dk(1− 2γ) + γDth )
= B

(Dth,γ,dk)
th ,

(7)

where Bth is a threshold-dependant delay constant.
By using (3) into (7), the invalidity requirement can be

written in terms of the failure probability, p, for a given
assignment Ω as:

pNx ≤ B
(Dth,γ,dk)
th ,

p ≤ Nx
√
Bth

(8)

Under proactive jamming, using (2) into (8) and some
algebraic manipulation, the invalidity-ratio requirement for a
given assignment Ω can be written as:

1− e−
∑

i∈Ω λ(i)tx ≤ Nx
√
Bth,

ln (1− Nx
√
Bth) ≤ −

∑
i∈Ω

λ(i)tx,
(9)

where tx = L/
∑

i∈Ω R(i) with L representing the packet size
and and R(i) is the rate of transmission in channel i.
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Under reactive jamming scenarios, and for a given assign-
ment Ω, the invalidity-rate requirement can be written in terms
of the jamming behavior by applying (5) and (8) as:

1−
∏
i∈Ω

Pr(T (i)
I )(1− P

(i)
J ) ≤ Nx

√
Bth

(1− Nx
√
Bth) ≤

∏
i∈Ω

e
− tx

T
(i)
I (1− P

(i)
J )

ln(1− Nx
√
Bth) ≤ ln(

∏
i∈Ω

e
− tx

T
(i)
I (1− P

(i)
J ))

ln(1− Nx
√
Bth) ≤

∑
i∈Ω

ln
(
e
− tx

T
(i)
I (1− P

(i)
J )

)
ln(1− Nx

√
Bth) ≤

∑
i∈Ω

(
ln(1− P

(i)
J )− tx

T
(i)

I

)
(10)

III. SECURITY-AWARE MULTI-TRANSCEIVER CHANNEL
ASSIGNMENT DESIGN WITH QOS CONSTRAINTS

Our main objective is to enhance spectrum utilization by
selecting the least number of secure channels for each CR-
IoT transmission while satisfying pre-specified delay and QoS
requirements in medical applications that carry time-critical in-
formation. By achieving this, IoT devices with various capabil-
ities can coexist in the same network and the spectrum can be
fairly shared. For each given CR-IoT-based transmission, the
set of available channels with their average availability (and
jamming) intervals, the received signal-to-noise ratio (SNR)
over each channel, and the delay requirements are used to
compute the most secure channel assignment (Ω) that satisfies
the QoS requirements while using the minimum number of
channels subject to the following network constraints:

1) Physical constraint: Each CR-IoT device is equipped
with Lx transceivers or is assigned a maximum number
of channels to occupy (based on the modulation tech-
nique), in other words, each CR user can utilize up to
Lx channels at a time.

2) The QoS constraints: The invalidity ratio r, calculated
using the specified delay requirements and jamming
behaviour over the selected channels, must be less than
a predefined threshold r ≤ γ. Mathematically, this
constraint is given in (9). Additionally, the aggregate
rate should be greater than a user-specified rate demand
Rth based on the application requirements.

3) The received SNR constraints: The received SNR over
each chosen channel i ∈ Ω must exceed a pre-specified
threshold SNRth (i.e., SNR(i) ≥ SNRth).

4) Exclusive-channel occupancy constraints: Each idle
channel cannot be assigned to more than one CR-IoT
device at a time.

A. Problem Formulation

We have considered slowly-varying fading channels, in
which the fading remains unchanged during the total transmis-
sion time of one packet. The appropriateness of this assump-
tion has been demonstrated in [23], [25], [36] for CR-IoT
operating environment. Recall that our channel assignment
problem is investigated under proactive and reactive jamming
attacks. In the analysis, perfect channel estimation (received
SNR) is assumed, and hence the achieved rate over the
different channels can be estimated. Given the achieved data
rates over the different channels, the failure probability can be
computed using (5). This section is dedicated to formulating
the channel assignment problem under the two aforementioned
types of attacks. To proceed in our analysis, a binary decision
variable, α(i), for each channel i ∈ M is defined as follows:

α(i) =

{
1, if channel i is chosen to be included in Ω
0, otherwise.

1) Problem Formulation under Proactive Jamming: Under
proactive jamming, the invalidity constraint in (9) can be
rewritten in terms of the decision variable α(i) as follows:

1− e−
∑|M|

i=1 λ(i)txα
(i)

≤ Nx
√
Bth

ln (1− Nx
√
Bth) ≤ −

|M|∑
i=1

λ(i)txα
(i)

(11)

Then, tx can be re-expressed as L∑|M|
i=1 R(i)α(i)

.

By writing the design constraints in terms of α(i), the multi-
channel multi-transceiver security-aware channel assignment
problem under proactive jamming can be formulated as:

minαi∈{0,1}
∑

i∈M α(i)

s.t.
∑|M|

i=1 α(i) ≤ Lx

ln (1− Nx
√
Bth) ≤ −

∑|M|
i=1 λ(i)txα

(i)∑|M|
i=1 R(i)α(i) ≥ Rth

SNR(i) − SNRth ≥ Γ(α(i) − 1),∀i ∈ M, (12)

where Γ is a very large positive number. Note that the last
constraint ensures that SNR(i) ≥ SNRth for any selected
channel i (i.e., when the SNR(i) < SNRth, the left-hand-side
of this constraint is a negative number, and hence the right-
hand-side should be a very large negative number, and hence
α(i) should be 0. On the other hand if the SNR(i) ≥ SNRth,
then the left-hand-side is always ≥ 0, and hence α(i) can be
either 1 or 0 depending on the optimization problem).

Substituting tx = L∑|M|
i=1 R(i)α(i)

into (11) and using some
algebraic manipulation, the second constraint of (12) can be
rewritten in a linear form as:∑

i∈M

(
R(i) ln (1− Nx

√
Bth) + Lλ(i)

)
α(i) ≤ 0 (13)

By letting R(i) ln (1− Nx
√
Bth) + Lλ(i) = ai, the second

constraint in (12) becomes
∑|M|

i=1 aiα
(i) ≤ 0. It is important to

note that the constant ai does not have a physical meaning, it
is only defined to simplify our analysis and write the invalidity
constraint in a more compact manner. The last constraint
can be simply guaranteed by setting α(i) = 0, ∀i with
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SNR(i) < SNRth. Therefore, the optimization problem in (12)
becomes:

minαi∈{0,1}
∑

i∈M α(i)

s.t.
∑|M|

i=1 α(i) ≤ Lx∑|M|
i=1 aiα

(i) ≤ 0∑|M|
i=1 R(i)α(i) ≥ Rth (14)

2) Problem Formulation under Reactive Jamming: Under
reactive attacks and after the mathematical steps provided at
the top of the next page, the invalidity constraint can be written
in terms of α(i) as:

M∑
i=1

biα
(i) ≤

M∑
j=1

M∑
i=1

cijα
(i)α(j), (16)

where bi = ln(1 − Nx
√
Bth)R(i) + L and cij = ln(1 −

P
(i)
J ) R(j). Note that the optimization problem is the same

as in the case of the proactive jammer but with (16) replacing
the 2nd constraint. Up to this point, the formulation is an
NLBP problem. In an attempt to linearize the problem, the
non-linear constraint in (16) can be written in a linear form
by replacing the quadratic term α(i)α(j) with wij ∀i, j ∈ M
(i.e., wij = α(i)α(j)) and introducing the following linear set
constraints on wij :

wij ≤ α(i)

wij ≤ α(j)

wij ≤ α(i) + α(j) − 1

(17)

Note that if either α(i) or α(j) = 0, then wij = 0 and if
both α(i) or α(j) = 1, then, wij = 1. Thus, it is an exact
formulation. This will yield 3 × M × M constraints to the
problem formulation. Thus, the constraint in (16) becomes:∑M

i=1 biα
(i) −

∑M
j=1

∑M
i=1 cijwij ≤ 0

wij ≤ α(i) ∀i ∈ M, j ∈ M
wij ≤ α(j) ∀i ∈ M, j ∈ M
wij ≤ α(i) + α(j) − 1 ∀i ∈ M, j ∈ M (18)

Now, we have M α(i) variables and M2 wij variables. By
replacing the non-linear constraint with its equivalent linear
form given in (18), the problem formulation under reactive
jamming becomes:

minαi∈{0,1}
∑

i∈M α(i)

s.t.
∑|M|

i=1 α(i) ≤ Lx∑M
i=1 biα

(i) −
∑M

j=1

∑M
i=1 cijwij ≤ 0∑|M|

i=1 R(i)α(i) ≥ Rth

wij ≤ α(i) ∀i ∈ M, j ∈ M
wij ≤ α(j) ∀i ∈ M, j ∈ M
wij ≥ α(i) + α(j) − 1 ∀i ∈ M, j ∈ M (19)

As a result, there will be 3 + 3×M2 constraints.

B. The Proposed Solution

The problem formulations in (14) and (19) can be observed
as a binary linear programming (BLP) optimization problems.
Generally, the optimal solution to these problems is NP-hard.
To solve this problem in polynomial-time, the SFLP procedure
[26], [27] is used as a tool to find a near-optimal solution for
our BLP problem. The effectiveness of the SFLP procedure
in solving BLP problems have been demonstrated in several
previous works, where near-optimal solutions were provided
in polynomial-time [21]–[23], [26], [27]. Thus, our problem in
(14) can be near-optimally solved in polynomial-time using the
SFLP procedure. The proposed channel assignment algorithm
operates as follows:

1) Given SNRth, the channels that do not satisfy the SNR
threshold will be excluded from M, yielding a new set
of feasible channels Mf . Then, the algorithm arbitrates
the per-channel achievable rate, R(i), and the required
per-channel transmission period accordingly, i.e., t(i)x =
L/R(i).

2) Using T
(i)
I , T

(i)
J , Bth, Nx, and R(i), the algorithm cal-

culates the jammer type dependent variable, a(i) in the
case of the proactive jamming and bi and cij for reactive
jamming, for the renewed set obtained from step 1.

3) The findings are fed to the SFLP procedure and α(i)’s
are computed.

4) If the SFLP fails to find a solution, i.e., a solution
such that the throughput constraint is satisfied cannot
be found, the algorithms chooses Lx channels with the
highest invalidity ratios. In this case, we donate the
binary decision variation as α∗(i).

Algorithm 1 shows the pseudocode of PCS-MAC. In our
analysis, we have consider a single-hop distributed ad-hoc CR-
IoT network, where each CR user can directly communicate
with any other CR user. In such types of networks, there
is no access point (AP) to coordinate the transmissions and
allocate channels to each node. In a single-hop single collision
domain, where all nodes can hear each other, all control
information exchanges can be heard by all CR-IoT devices.
This ensures that all contending CR-IoT devices will have
the same updated channel occupancy and channel avoidance
information. Due to the absence of an AP, our solution includes
developing a distributed channel access mechanism that allo-
cates channels to CR-IoT devices using a CSMA/CA-based
mechanism implemented over a common control channel.
Using a handshaking procedure, CR-IoT to CR-IoT inference
can be eliminated. However, with that being said, our solution
can be easily adopted in a centralized CRN with an AP, which
significantly simplifies the spectrum access protocol as the CR-
IoT users can only communicate with the AP.

The proposed algorithm is efficient in consuming resources
overall. The algorithm uses carrier sensing and calculations
based on locally estimated metrics such as signal-to-noise ratio
and packet delivery ratio along with available information
about PU activities, which is available to all algorithms in
CR-based networks. Our algorithm does not require the nodes
to exchange any non-user data information for the sake of
detecting and mitigating the jamming attack. In general, anti-
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ln(1− Nx
√
Bth) ≤

M∑
i=1

(
ln(1− P

(i)
J ) α(i) − tx

T
(i)

I

α(i)
)

≤
M∑
i=1

(
ln(1− P

(i)
J ) α(i) − L α(i)

T
(i)

I

∑M
j=1 R(j)α(j)

)
M∑
i=1

(
ln(1− Nx

√
Bth)T

(i)

I R(i)
)
α(i) ≤

M∑
j=1

M∑
i=1

(
ln(1− P

(i)
J ) T

(i)

I R(j)α(i)α(j) − L α(i)
)

M∑
i=1

(
ln(1− Nx

√
Bth) T

(i)

I R(i) + L
)
α(i) ≤

M∑
j=1

M∑
i=1

ln(1− P
(i)
J ) T

(i)

I R(j)α(i)α(j)

(15)

Algorithm 1 PCS-MAC channel assignment

Input: M, Bth, Nx, Lx, SNRth, SNR(i), T (i)
I , T (i)

J ,
R(i)

Output: A feasible multi-channel assignment is found
and given by α(i) or no feasible assignment can be
found
Let Mf = M
for all i ∈ M

if SNR(i) < SNRth

Mf = Mf − {i}
else Compute the invalidity ratio r(i)

Compute ai or bi and cij based on the
jammer strategy

end-of-if
end-of-for
α(i) = SFLP
if α(i) = ϕ

for all i ∈ Mf
j

Sort the channels in an increasing order of
r(i)

end-of-for
Let U be the sorted channel list
Identify the Lx channels that are on the top of U
Return α∗(i)

else Return α(i)

end-of-if

jamming techniques in WSNs and IoT networks require more
resources to accomplish the detection and mitigation of the
jamming attack. JAM protocol [37] detects the presence of
jamming based on lost messages and mitigates that by map-
ping the jammed area and avoid sending through that area. The
mapping process involves sending additional messages that
consume bandwidth and power resources of the communicat-
ing nodes. In addition, such protocols assume high redundancy
in routers/switches and links to be able to produce a redundant
path. Ant system [38] employs agents that travel the networks
periodically to detect the presence of compromised nodes
and/or jammed links to avoid communicating through these
links. Agents’ messages represent an overhead with respect
to bandwidth resources. The hybrid anti-jamming system [39]
is based on replicating based stations to allow establishing

multiple paths among them in case jamming attack. This
solution requires additional equipment resources.

It is important to note that based on the findings in [12],
there exists a phase transition phenomenon of packet delivery
performance. For reactive jamming, it was observed that when
jamming probability, P

(i)
J , increases, the packet invalidity

ratio (r(i)) first increases slightly, then increases dramatically
to 1. For non-reactive (proactive) jamming, there exists a
similar phenomenon. When the average jamming interval,
T

(i)
J , increases, the message invalidity ratio first has the value

of 1, then decreases dramatically to 0. In this paper, the
same rationale is used to adjust the anti-jamming algorithm
by identifying the type of attack based on the variation of
the value of r(i). Initially, the jamming attack is assumed
to be proactive. Then, with every transmission, the invalidity
ratio is re-calculated and its value is compared to the previous
transmission to determine if the strategy needs to be reversed.

C. Complexity Analysis

The MAX-PoS algorithm presented in [21], [22] was proven
to have a polynomial-time complexity that is bounded by
the linear programming (LP) solver’s complexity times the
number of PU channels, M. Our proposed channel assignment
algorithm is proven to have a comparable worst-case time
complexity to that of the reference MAX-PoS algorithm.

Theory: The proposed SFLP channel assignment algo-
rithm’s worst-case time complexity is polynomial in the num-
ber of PU channels (2 × M), which is determined by M
iterations.

Proof: The proposed method guarantees that one new
variable is fixed to either 0 or 1 in each iteration, and a new
viable relaxed LP (RLP) issue is generated for the following
iteration. A maximum of Lx iterations are required if all
generated RLPs are feasible. If not, a maximum of 2 × M
iterations are required to evaluate whether a feasible channel
assignment can be determined. The worst-case scenario can
be simulated by fixing all α(i) variables to 0, which indicates
that no feasible secure channel assignment can be found).
As a result, the time complexity of our SFLP is limited by
the LP solver’s complexity times M. The complexity of our
proposed channel assignment algorithm is polynomial because
the LP solver has a polynomial-time complexity. Therefore,
the proposed channel assignment algorithm has a comparable



KHADR et al.: JAMMING RESILIENT MULTI-CHANNEL TRANSMISSION ... 673

worst-case time complexity to that of the reference MAX-PoS
algorithm. This is because both algorithms are based on an
SFLP procedure with polynomial-time complexity.

IV. EXPERIMENTAL TESTBED

A. Motivation

To analyze novel IoT protocols and algorithms, researchers
resort to various methods [40]. Theoretical analysis brings
the first proof-of-concept and aids in evolving a prediction
of the system’s characteristics and behavior. However, for
accurate predictions, highly detailed models must be used
which are frequently complex and difficult to comprehend
and handle [41]. Simulators are the most adopted methods
for system development and verification [42], as they yield a
more realistic evaluation of the system’s performance in com-
parison to pure theoretical evaluations. Additionally, testing
and debugging is allowed on protocols at any design stage.
Nevertheless, the reliability of simulators naturally depends
on the accuracy of the used models, e.g., channel and energy
consumption models, thus the results may not match real world
experimentation. Additionally, most simulators do not consider
the hardware limitations of the utilized nodes which normally
have cogent impacts on the accuracy of the reported results. As
a result, a hybrid method that merges hardware and software
components for experimentation, the emulator, is introduced.
Yet, emulators suffer from a high cost per tested node, limited
scalability, low speed, and are platform dependent [42].

The stringiest approach is composing real world exper-
iments. Unfortunately, they come at the expense of high
software and hardware cost, plus the required manpower for
installment and maintenance [40]. Testbeds, contrarily, provide
realistic assessment, under factual channel conditions, without
the entailed disadvantages of real world experimentation.
Recently, a number of facilities started providing experimental
testbeds that offer a magnitude of tools and services for
researchers and developers [43]. After exhaustive search and
evaluation, FIT IoT-LAB testbed is found to be the most apt
for evaluating our CR-IoT-based implementation.

B. FIT IoT-LAB

FIT IoT-LAB is a member of the OneLab consortium. It
has six different locations spread across France [28]. In total,
it is made up of more than 2700 low-power wireless IoT
sensor nodes and over one hundred mobile robots equipped
with low-rate wireless personal area network (LR WPAN)
connectivity, i.e., IEEE 802.15.4 standard. The testbed offers
an environment that is multi-user, open-source, and open-
access for experimentation. Node reservation and firmware
deployment can either be made via a web-based portal or
through command-line tools. The static nodes are divided
into three types; WSN430, M3, and A8. The M3 nodes are
chosen in our implementation. The nodes are equipped with
a set of sensors and a radio interface via the AT86RF231
radio chip, which is IEEE 802.15.4 complaint. They are based
on a 32-bit ARM Cortex-M3 micro-controller and operated
by 3.7V lithium polymer (LiPo) battery. The IEEE 802.15.4

Virtual Nodes

Jammer

Fig. 2. The dedicated room used in our implementation located on the third
floor of the building, depicting the M3 nodes mounted on the ceiling as solid
red dots. They are placed in the form of a grid with a vertical and horizontal
separation distance of 0.6m between each two consecutive nodes [45].

standard mandates both the physical and MAC layers; stating
a communication range of 10–100 m using 16 orthogonal fre-
quencies around 2.4 GHz, i.e., channels 11–26 [44]. Moreover,
the standard specifies a maximum frame size of 127 bytes.
On the software side, the M3 nodes can be managed via
RIOT, OpenWSN, FreeRTOS, and Contiki. FreeRTOS is used,
in this work, as it provides fast execution, small memory
footprint, and low overhead. It is a micro-kernel that provides
semaphores, mutexes, multi-threading, and software timers
with a CSMA/CA for the MAC layer implementation.

The Lille testbed, one of the six FiT IoT-LAB testbeds, is
chosen for our experiments. It is deployed over three floors
of a commercial building, through offices, corridors and a
dedicated room with an area of 225 m2. Nodes in the room are
spread over ceilings and wood poles, in our implementation we
utilize the ceiling mounted nodes. These nodes are arranged in
staggered rows over a 1.2 m×1.2 m grid at a height of 9.6 m
from the floor. In total, the Lille site consists of 256 fixed and
3 mobile M3 nodes. This specific site is chosen as it provides
great similarity to the targeted medical IoT environment with
its high density of IoT nodes and the expected competition
over the spectrum. Fig. 2 depicts the topology of the Lille
site with the red dots denoting the M3 nodes, while the
blue ones are Zolertia Firefly nodes. An experiment starts
with the user communicating with the testbed via the web
portal or the representational state transfer (REST) application
program interface (API) through a secure shell (ssh) access and
command line interface (CLI). The user can edit the source
code, build/deploy firmware, and remotely debug the nodes.

V. RESULTS

In our implementation, performance is measured with
throughput as the main metric. To administer the implemen-
tation, we generated custom firmwares based on the libraries
supplied by the manufacturer of the nodes, HiKoB. We created
two firmwares, one for the nodes acting as CR devices and
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Fig. 3. Throughput curves of the proposed PCS-MAC channel assignment algorithm vs. the greedy and MAX-PoS algorithms for various busy probabilities,
PB , at M = 10 and L = 96 bytes under proactive jamming and Lx = 3.
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Fig. 4. Percentage of dropped packets of the proposed PCS-MAC channel assignment algorithm vs. the greedy and MAX-PoS algorithms for different delay
requirements, Dth, under proactive jamming and Lx = 3.
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Fig. 5. Throughput curves of the proposed PCS-MAC channel assignment algorithm under proactive jamming at Lx = 2 and Lx = 3 for various QoS
requirements.

another for the nodes acting as jammers. The CR devices
firmware adopts the FreeRTOS-based CSMA/CA MAC and
performs channel condition assessment at the beginning of
each transmission. Then, based on the gathered information
and user set parameters (e.g., delay and throughput require-
ments), the algorithm is performed on the nodes and the
channels are selected. The nodes try to send their packets
over the assigned channels, and are allowed to retransmit the
packets (in case the packets were damaged by the jammer) as
long as the delay threshold is not exceeded. On the other hand,
the jammers are programmed to constantly send out packets
at fixed intervals, based on the parameter x in the proactive
jammer case and pMAX

J for reactive jammers. Throughput
performance is investigated using two reference algorithms:
MAX-PoS [21], [22] and the greedy approach. The MAX-
PoS algorithm, as mentioned in the related work section, is a
probabilistic-based approach that aims at maximizing network

throughput by utilizing the parallel-transmission capability
while considering channel quality and availability. However,
it is oblivious to jamming. On the other hand, the greedy
algorithm aims at selecting the channels with the highest
quality in terms of signal-to-noise ratio [46]. Due to the
controlled nature of the testbed and the adopted standard,
which is the LR-WPAN in FIT IoT-LAB as discussed in
Section V, the transmission power and range are limited.
Hence, the variations among the channels are minimal, causing
the greedy algorithm to behave as a random channel selection
algorithm.

In our experiment, there are 10 nodes reserved to act as
jammers on the selected channels, which are channels 11
to 21. The positions of the jammers are fixed, however,
the channels they jam vary with each run, such that all
ten channels are jammed in every iteration. Channel 17,
where FIT IoT WiFi access points operate, is excluded to
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Fig. 6. Throughput performance vs. PB under different jamming activities at M = 10 and L = 96 bytes under proactive jamming at Lx = 2 and Lx = 3,
i.e., given two and three transceivers.
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Fig. 7. MAX-PoS and PCS-MAC throughput performance vs. PB under different jamming activities at M = 10 and L = 96 bytes for reactive jamming at
Lx = 2 and Lx = 3, i.e., given two and three transceivers.
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Fig. 8. Throughput performance vs. PMAX
J under three primary user blocking probabilities at M = 10 and L = 96 bytes under reactive jamming at Lx = 2

and Lx = 3, i.e., given two and three transceivers.

avoid external interference. Since single-radio multi-channel
implementations introduce channel switching delays [47], in
this paper, PCS-MAC is evaluated for the multi-radio case
to allow fair evaluation of the proposed scheme. Since the
M3 nodes have only one transceiver, virtual nodes are created
by combing Lx physical M3 nodes to emulate CR-IoT nodes
with parallel transmission capability. Fig. 2 shows how the
virtual nodes are created by combining Lx M3 nodes to form
nodes with parallel channel transmission capabilities, with a
special example of Lx = 3. There are six reserved virtual
nodes, equivalent to 18 M3 nodes in the case of Lx = 3
and 12 in the case of Lx = 2. Each CR transmission occurs
between two randomly selected virtual nodes and is fixed as
1000 packets, each is 96 bytes in length, i.e., L = 96 bytes. As
previously mentioned in Section IV, the radio chip embedded
on the nodes is built to be compliant with IEEE 802.15.4,
with a maximum throughput of 250 Kbps. On top of the

radio interface, the nodes are rigged with various sensors like;
light, pressure, accelerometer, and gyrometer, that have to be
initialized at the beginning of each run. Hence, the throughput
is affected by the processing overhead in software, limiting
the throughput far below the hardware maximum attainable
rate. It was observed that the throughput of a single link fairly
exceeds 200 Kbps, even in the absence of a jammer. Moreover,
the transmission power is set to 1 dBm, following the testbed
regulations which specifies a maximum transmission power
of 5 dBm. Since the nodes’ radio chip measures radio signal
strength indicator (RSSI) by design [48], for simplicity of
implementation, the RSSI is used instead of the SNR as the
link-quality measure, setting a threshold of −70 dBm as our
µ. Considering a time-critical application, a delay threshold
of 20 ms is set, i.e., Dth = 20 ms [12]. Additionally, the
maximum number of MAC layer retransmissions and the
average MAC-layer delay dk are respectively fixed to Nx = 2
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and 1 ms. These values have been demonstrated in [12], [23],
[49] to be applicable in a realistic wireless IoT scenarios.

A. Proactive Jammer

As previously mentioned, a memoryless jamming strategy
is considered to emulate the proactive jamming attacks. The
average availability duration, T (i)

I , over the ten channels is 5,
100, 30, 5, 45, 50, 100, 5, 45, and 30 ms, respectively. While,
the average jamming interval, T (i)

J , over the ten channels is 5,
0.2, 10, 2, 20, 5, 0.1, 2.9, 20, and 0.2 × x ms, respectively,
where x represents the jamming attack level. Each channel is
busy with probability PB . Firstly, the throughput performance
under different PU activity levels is investigated and presented
in Fig. 3 for Lx = 3 and Rth = 600 Kbps, as it is about
the highest achievable throughput given 3 transceivers. The
reported results are averaged over 1000 runs with the number
of allowed MAC re-transmissions fixed as 2 (Nx = 2). In
Fig. 3(a), PB = 0.1 denotes that the 9 channels out of the
available 10 can be occupied by CR transmission. As shown,
the proposed technique outperforms the greedy approach
significantly, yielding about 180% increase in throughput at
x = 20 ms. PCS-MAC also outperforms MAX-PoS, with a
62% increase in throughput at x = 20 ms and PB = 0.1. As
x increases, the jamming attacks become less severe, which
is intuitive as the period between jamming attacks becomes
larger. Throughput, in return, increases with x. However, as
x increases, PUs activities become the dominant obstacle
for throughput performance. For high values of x, it can be
observed that the performance of MAX-PoS approaches that
of PCS-MAC, as the effect of jamming is reduced. Moreover,
as the busy probability increases to reach 0.9, i.e., there is
only one available channel to use, the limiting factor becomes
channel availability. Thus, the performance of all algorithms
is similar due to the lack of idle channels, shown in Fig. 3(c).

To evaluate the efficacy of the proposed algorithm in
adapting to various delay requirements, Fig. 4 shows the
effect of varying the delay threshold on the percentage of
dropped packets. Intuitively, the larger the Dth the more
time is allowed for packets to be retransmitted, hence, the
number of dropped packets decreases. In Fig. 4(a), under low
PU activity (i.e., PB = 0.1), it can be observed that PCS-
MAC outperforms the other techniques by having the least
percentage of dropped packets in both delay requirements.
However, similar to the previous results, at high PU activity
(i.e., PB = 0.9) all techniques behave similarly ascribed to
the lack of available channels. Due to the lack of space and
since the performance of PCS-MAC significantly outperforms
that of the greedy approach, the remainder of the results
focus on comparing PCS-MAC with MAC-PoS. The efficiency
of PCS-MAC is also tested for different Rth requirements.
Fig. 5 shows the throughput performance at three different
data-rate requirements under different PU activity levels at
Lx = 2 and 3. As can be observed, the algorithm conforms to
the specified requirement. In Fig. 5(c), since the throughput is
already below the required Rth, the performance is identical
to PCS-MAC in Fig. 3(c) at Lx = 3. Lastly, the effect of
varying PB on the throughput is investigated in Fig. 6 for

the cases of the nodes equipped with 2 and 3 transceivers.
Throughput naturally increases as the number of transceivers
increases for MAX-PoS and PCS-MAC. The resilience of
PCS-MAC against jamming is highlighted in Fig. 6. For
high jamming activity, the variance between the throughput
performance of PCS-MAC and MAX-PoS is at its peak, as
PCS-MAC reduces the number of dropped (invalid) packets
which in return increases throughput. As the jamming level
decreases, the variance between the throughput enhancement
of both techniques declines, yet PCS-MAC is consistently to
the fore.

B. Reactive Jammer

This section is dedicated to evaluating PCS-MAC under
reactive jamming strategy. In this case, the jamming strategy
is varied such that each channel i has a jamming probability
p
(i)
J . For the ten channels, the jamming probabilities are 0.06,

0.75, 0.03, 0.15, 0.015, 0.06, 1, 0.105, 0.015, and 0.75 ×
pMAX
J . The jamming probability factor, pMAX

J , is bounded
such that 0 ≤ pMAX

J ≤ 1 forcing the jamming probability
of all channels not to exceed 1, which allows us to study
throughput performance under different jamming conditions.
Firstly, throughput is investigated under low, moderate, and
high jamming activities vs. PB , depicted in Fig. 7. Similar
to the case of proactive jamming, the effectiveness of PCS-
MAC prevails as the jamming attacks are more severe, i.e.,
high pMAX

J . The throughput improvement is smaller at lower
jamming probabilities, as the dominating factors are the chan-
nel quality and PUs activities, which are already addressed
by MAX-PoS. However, at high pMAX

J and PB = 0.1,
about a 100% throughput enhancement over MAX-PoS can be
achieved by PCS-MAC using 2 or 3 transceivers, as depicted
in Fig. 7(c). Fig. 8 studies the outcome of varying PU activities
on throughput vs. pMAX

J . It can be noticed that as PB = 0.9,
the performance of PCS-MAC gracefully degrades to that of
MAX-PoS due to the lack of available idle channels. It can
also be observed that throughput is inversely proportional to
pMAX
J , surrendering to its worst value at pMAX

J = 0.9, as
the jamming attacks become most vigorous. It is important to
highlight that the network throughput correlates to the number
of served users. Hence, the number of users N depends heavily
on the number of available idle channels for CR-IoT devices
to utilize, which depends on the PU activity level.

VI. CONCLUSION

In this paper, PCS-MAC was presented as a novel multi-
channel assignment algorithm for delay-sensitive QoS con-
strained IoT-based CR networks under jamming attacks. Our
algorithm assigned the least number of channels required for
pre-set QoS and delay requirements while taking into account
jamming activities, channel availability, and channel quality
conditions. Using a probabilistic-based approach, the proposed
algorithm counter-measured jamming attacks without requir-
ing additional hardware, such as dedicated nodes or sen-
sors. PCS-MAC performance was experimentally compared
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with the MAX-PoS and greedy algorithms using the FIT-
IoT testbed. The proposed algorithm was tested under various
conditions: PU activity levels, delay requirements, throughput
requirements and jamming attack levels. Results showed that
a significant throughput improvement can be achieved in
comparison to the other channel assignment algorithms.
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