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Robust Secure UAV Relay-Assisted Cognitive
Communications with Resource Allocation and

Cooperative Jamming
Zhen Wang, Jichang Guo, Zhiqiong Chen, Lisu Yu, Yuhao Wang, and Hong Rao

Abstract—This paper considers a novel scenario, where a phys-
ical layer security issue is studied in unmanned aerial vehicles
(UAVs)-assisted cognitive relay system. A secondary unmanned
aerial vehicle (SUAV) relay delivers information from multiple
secondary Internet of things (IoT) devices to a secondary user
(SU) under the spectrum sharing with primary users (PUs). In
the processing of the information transmission of the SUAV relay,
a secondary eavesdropper (SE) wiretaps the information trans-
mitted by the UAV relay with imperfect location information. In
order to confuse the SE, a friendly SUAV jammer is employed
to transmit jamming signals to the SE. To prevent the SE
wiretapping information as much as possible, we aim to maximize
average worst-case secrecy rate of the secondary relay network
by jointly optimizing robust trajectories and power of the SUAV
relay and jammer under the power, trajectories, information
causality and multiple interference temperature (IT) threshold
constraints. Thus, we formulate the original problem which
is a challenging non-convex problem. We propose an effective
algorithm to solve the original problem and attain locally optimal
solution based on the successive convex approximation (SCA)
technology and the alternate optimization method. Simulations
are offered to demonstrate that our proposed resource allocation
scheme can effectively improve the security performance of
the SUAV relay network in comparison with other benchmark
schemes.

Index Terms—Physical layer security, resource allocation, ro-
bust trajectory, UAV cognitive relay, UAV jammer.

I. INTRODUCTION

DUE to the advantages of rapid deployment, low-altitude
flight, line-of-sight (LoS) communication link and wide
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coverage, unmanned aerial vehicle (UAV) plays an important
role in various practical scenarios, such as post-disaster rescue,
cargo transport and emergency communication [1], which
have brought great commercial benefits. With the widespread
application of 5G technology in recent years, the scientific
and technological workers pay more and more attention to the
field of wireless communication [2]. Unmanned aerial vehicles
(UAVs) are widely used in wireless communication network
with their many characteristics. For example, when a UAV
communicates with multiple ground nodes, the UAV performs
data collection [3]–[6], information transmission as a relay [7]
and data edge computing [8], [9]. Therefore, in the wireless
communication network, the application of UAV can not only
improve the speed and quality of communication, but also
effectively reduce the cost of communication facilities.

A. Related Work and Motivation

For the research and application of UAV in wireless com-
munication network, we have investigated the relevant work
in recent years. When there is long distance or towering ob-
stacles between the signal transmitter and the signal receiver,
the communication will be hindered and the communication
quality will be seriously reduced. In these scenarios, we can
let the UAV act as a relay to provide information transmission
services, which can not only improve the communication
quality, but also expand the communication distance. It is
worth noting that there are two types of UAV relay, one
type is static relay [10]–[13] and the other is dynamic re-
lay [14]–[18]. The research aim of the static relay is to find
the best hover point in the wireless communication network,
so as to enhance the overall system performance. The authors
of [10] maximized the system reliability by using a static
UAV as a relay. In [11], by optimizing the static location
of UAV, the authors successfully maximized the throughput
of the UAV relay assisted wireless communication system. In
addition, the authors of [12] constructed a channel model and
a relay protocol to effectively maximize the signal-to-noise
ratio (SNR) of the system by optimizing the locations of the
relay UAVs. In reference [13], the position of a UAV relay was
optimized with the power and SNR constraints to maximize
the total communication data rate of the system.

In recent years, a UAV-enabled mobile relay has become a
research hotspot, and has been widely concerned by scholars
and experts [14]–[18]. In [14], the authors researched the
problem of throughput maximization by constructing an UAV
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to act as a mobile relay. A rotary-wing UAV was used as
a mobile relay in [15], the flight trajectory and the power
distribution and the communication time of the UAV were
optimized to minimize the energy consumption. The authors
in [16] proposed a UAV-assisted relay network, the capacity
of which was maximized. In [17], the authors considered a
mobile relay network to minimize the outage probability. In
addition, a UAV relay was applied to help communication
in the cell edge [18]. Compared with UAV relays in fixed
locations, mobile UAV relays can be more flexible to improve
the quality of communication.

It is worth noting that a UAV is applied in the wireless
cognitive network to improve the spectrum utilization. Thus,
we make some surveys about the research of the cognitive
UAV [19]–[24]. In cognitive UAV networks, the researchers
proposed a spectrum sensing scheme [19], a power control
algorithm [20] and a S-Procedure algorithm [21] to maximize
the system throughput. By combining with the non-orthogonal
multiple access (NOMA) technology [22] or the interference
threshold limit [23] in the cognitive system, the system secrecy
rate was maximized. In a UAV assisted cognitive system,
the authors maximized the transmission rate of secondary
users by optimizing the UAV’s power and its path [24]. In
addition to [20], the literatures [19]–[24] do not consider a
UAV-assisted cognitive relay systems. Although the authors
of [20] studied cognitive UAV relay in wireless communication
system, they do not consider the system secrecy rate.

In the wireless communication systems, the information
transmission security which is paid much attention is also
research hotspot at present. Therefore, we have done a
lot of investigations on secure UAVs [25]–[32]. In refer-
ences [25], [26], the authors proposed an artificial noise (AN)
method and the means of joint trajectory and power opti-
mization to resist eavesdropping and improve system secrecy
rate, respectively. In [27], [28], the authors maximize secrecy
rate of the UAV relay with a UAV jammer and an active
eavesdropper whose location is not fixed. An effective method
was proposed to achieve the best security performance of
the system with multiple randomly distributed eavesdroppers
in [29]. The authors in [30] considered resource allocation
for secure multi-UAV communication systems with multiple
eavesdroppers. In [31], [32], the application of a friendly
jamming UAV can maximize the system confidentiality in
the presence of multiple eavesdroppers. However, the authors
of [25]–[32] do not considered the system security of the UAV
relay in cognitive networks.

B. Contributions and Organization

In this paper, we study a security issue of the cognitive
system based on two secondary UAVs (SUAVs), which are
the secondary UAV relay (SUAV R) and the secondary UAV
jammer (SUVA J). In addition to the SUAVs, there are multi-
ple primary users (PUs), multiple secondary internet of things
devices (SIoTs), a secondary user (SU) as well as a secondary
eavesdropper (SE) in the cognitive system, where we aim to
maximize secrecy rate of the secondary relay network. For our
works, the main contributions are summarized as follows:
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Fig. 1. The system model.

• A novel design about the physical layer security of
the secondary relay network is made. In the secondary
network, the mission of the SUAV R is to transmit data
from the SIoTs to the SU. Around the SU, there is a
SE whose accurate location is not known wiretaps the
information of the SUAV R. In order to prevent the SE
wiretapping information, we introduce a friendly SUAV
J to disturb the SE. In order to maximize the average
worst-case secrecy rate of the secondary network, we
formulate a primal problem, where the transmit power
of each secondary Internet of things device (SIoT) and
the SUAVs should be restrained to avoid the interference
for the PUs based on IT constraints.

• Since the proposed problem is a non-convex problem
which is difficult to solve directly, an effective approach
is proposed to solve it. Specifically, we divide the primal
problem to three sub problems. Under the uncertain loca-
tion of the SE, we can estimate the SE’ location according
to the offered range value of location estimation. By
adopting alternating optimization and successive convex
approximation (SCA) means, we optimize three sub prob-
lems alternately to attain the locally optimal solution of
the primal problem through multiple iterations.

• Simulation results show the effectiveness of the proposed
algorithm by comparing other benchmark designs. That
is to say, the average worst-case secrecy rate based on our
proposed algorithm is best in comparison with that based
on other different designed algorithms. Our proposed
algorithm is also shown to converge quickly via the
convergence simulation of the algorithm results.

The rest organization of the paper is arranged as follows.
In Section II, a novel secure relay system model and an
optimization problem are proposed in the cognitive network.
In Section III, the scheme and algorithm of convex processing
for the initial problem is proposed to maximize the average
secrecy rate. In Section IV, our proposed algorithm is proved
to be effective and fast convergent through the analysis of
simulation results. In Section V, we conclude this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider UAV relay-assisted cogni-
tive communication systems, where the users of the secondary
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network and the primary network share the same spectrum
resource considering interference control with each other. In
the secondary network, the SIoT n and the SU are fixed at
terrestrial locations wn = (xn, yn), n ∈ Ñ = {1, 2, · · ·, N}
and ws = (xs, ys) in horizontal coordinate, respectively.
The positions of the the kth primary user (PU) which is
stationed in ground is expressed as wP,k = (xP,k, yP,k),
k ∈ K̂ = {1, 2, · · ·,K}, where K represents the total number
of the PUs in the primary network. The SIoTs cannot com-
municate directly with the SU on account of the transmission
signals attenuation of long distance communication and the
interference of the subsistent PUs between the SIoTs and
the SU. So we deploy a SUAV R to delivery effectively
information from the SIoTs to the SU in the secondary network
under a tolerable level of the caused interference for the PUs.
However, a ground SE conceals near the SU to steal the
information of the SUAV R. Although the exact location of
the SE is not known, its approximate location is known by
SUAVs with maximum range estimation value π. Let ŵe and
we denote the estimated location and the exact location of the
SE, respectively. According to the location error model [33],
there is we ∈ Ω = {‖ŵe − we‖ ≤ π}, where ‖·‖ represents the
Euclidean norm. So we add a SUAV J to disturb information
interception of the SE in order to enhance the information
secrecy rate of the secondary network.

We consider that the SUAVs accomplish mission with
total flight time T , which is discretized into L − 1 time
slots with equal duration δs = T/(L− 1). Similarly, the
trajectory of SUAVs is discretized as L discrete locations by
optimizing to divide the trajectory into L − 1 line segments.
Let L = {1, 2, · · ·, L} denote a set of time slots. The
SUAV m, m ∈ {R, J}, includes the SUAV R and SUAV
J based on m. At any time slot l, l ∈ L = {1, 2, · · ·, L},
qm[l] = (xm [l] , ym [l]) ∈ R2×1 denotes the horizontal
locations of the SUAV m, m ∈ {R, J} in this paper, where
R2×1 is on behalf of the space of 2-dimensional real vector
and the boldface letter represents vector. Each SUAV m
with constant altitude Hm flies from the set initial location
qm[1] to the final location qm[L] at maximum displacement
V̂max = Vmaxδs limit between two successive time slots, i.e.,
‖qm[l + 1]− qm[l]‖ ≤ V̂max, l ∈ L̂ = {1, 2, · · ·, L− 1},
where Vmax denotes maximum flight speed of the SUAV m,
m ∈ {R, J}.

In the system model, we assume that the communication
channel is dominated by LoS link [30] between the SUAV m
and the SU or the SE. Due to the adopted free-space path loss
model [30], the power gain of wireless channel between the
SUAV R and the SIoT n at time slot l ∈ L is attained as

hn,R[l] =
β0

d2
n,R[l]

=
β0

‖qR[l]−wn‖2 +H2
R

, n ∈ Ñ , (1)

where β0 represents the power gain of channel at reference unit

distance of 1 meter, and dn,R[l] =
√
‖qR[l]− wn‖2 +H2

R

denotes the straight line distance between the SUAV R and the
SIoT n. Similarly, the power gain of wireless channel during
the information transmission from the SUAV m to the SU at

any slot l, ∀l ∈ L, is written as

hm,S [l] =
β0

d2
m,S [l]

=
β0

‖qm[l]−ws‖2 +H2
m

,m ∈ {R, J} ,

(2)

where dm,S [l] =

√
‖qm[l]−ws‖2 +H2

m denotes the straight
line distance of data transfer from the SUAV m to the SU.
Based on the distance dm,E [l] =

√
‖qm[l]−we‖2 +H2

m

from the SUAV m to the SE, the power gain of wireless
channel between the SUAV m and the SE at any slot l, ∀l ∈ L,
is written similarly as

hm,E [l] =
β0

d2
m,E [l]

=
β0

‖qm[l]−we‖2 +H2
m

,m ∈ {R, J} .

(3)

In UAV-to-ground and UAV-to-UAV channels, we suppose
that the Doppler effect generated by mobility of UAVs is
ideally offset [34]. Thus, the power gain of the channel
between the SUAV R and the SUAV J by adopting the free-
space path loss model [30] at any slot l, ∀l ∈ L, is attained
as

hJ,R[l] =
β0

d2
J,R[l]

=
β0

‖qR[l]− qJ [l]‖2 + (HR −HJ)
2 , (4)

where dJ,R[l] =

√
‖qR[l]− qJ [l]‖2 + (HR −HJ)

2 denotes
the straight-line distance between the SUAV R and the SUAV
J . In the secondary network, we assume that the data trans-
mission mechanism of SUAV R with the adequate data caches
from the SIoTs to the SU is adopted the frequency division
dual (FDD) mechanism of the full-duplex mode [35]. At
time slot l, suppose that each SIoT transmits information
to the SUAV R simultaneously by adopting the frequency
division multiple access (FDMA) mechanism [36]. Although
the frequency bands of information transmission of each SIoT
and the SUAV R are different in the secondary network,
these frequency bands of the secondary network are all within
the spectrum range of the cognitive wireless network and
are shared with the PUs of the primary network [36]. The
interferences of the SUAV R and the SU come from the
amicable SUAV J and the PUs. The transmission signal of the
SUAV J is deemed as noise for the SUAV R, the SU and the
SE [37]. We assume that the interference of the SUAV R, the
SU and the SE from the PUs is circularly symmetric complex
Gaussian which is the worst case interference model [38]. The
interference model has been widely used in [38]. Thus, the
signal transmission rate from the SIoT n to the SUAV R at
slot ∀l ∈ L in bit/second/Hertz (bps/Hz) is written as

Rn,R[l] = log2

(
1 +

hn,R[l]Pn[l]

hJ,R[l]PJ [l] + δ2
a

)
, n ∈ Ñ , (5)

where Pn[l] and PJ [l] represent transmission power of the
SIoT n and the SUAV J , respectively. δ2

a is on behalf of
the total power of receiver noise and the primary network
interference at the SUAV R and the SU [24], [38]. And
hJ,R[l]PJ [l] denotes the jamming power caused by the SUAV
J [33]. Analogously, via the information delivery of the SUAV
R from ground the SIoT n to the SU, the reception rate of
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the information transmitted by the SUAV R for the SU is
expressed as

RR,S [l] = log2

(
1 +

hR,S [l]PR[l]

hJ,S [l]PJ [l] + δ2
a

)
,∀l, (6)

where PR[l] represents transmission power of the SUAV R.
Similarly, the rate of data wiretap for the SE is written as

RR,E [l] = log2

(
1 +

hR,E [l]PR[l]

hJ,E [l]PJ [l] + δ2
a

)
,∀l. (7)

In the relay network, the information transmission of SUAV
R should comply with information causality, i.e., the total
information bits received by the SU cannot exceed the total bits
of information sent by all SIoTs over l time slots, l ∈ L. On
account of the information dispose demand of one time slot in
the process of the SUAV R forwarding information, the SU do
not receive information in the first time slot and the SIoT n do
not send information in the last time slot, i.e., RR,S [1] = 0 and
Rn,R[N ] = 0. Thus, the information causality of the secondary
relay network is expressed as

l∑
r=2

RR,S [r] ≤
l−1∑
r=1

N∑
n=1

Rn,R[r], l ∈ L̃ = {2, · · ·, L} . (8)

However, the transmit power of each SIoT n and the SUAV
m, m ∈ {R, J} in the secondary network will generate
interference to the all PUs’ communication of the primary
network. So the interference temperature (IT) method [39] is
adopted to safeguard the communication quality of all PUs.
We define ΓS and ΓRJ as the tolerant IT thresholds of every
PU k for the SIoT n, for the SUAV R and the SUAV J ,
respectively. Within the tolerant IT thresholds ΓS and ΓRJ ,
the communication quality of all PUs will not be affected.
Considered that the SIoT n and PU k are fixed on the surface
of land, the channel model between the SIoT n and the PU k is
supposed to abide by the independent Rayleigh fading model
with the channel power gain ĥn,k = β0d

−λ
n,kξ, where λ and ξ

denote the path loss exponent and an exponentially distributed
random variable with mean one, respectively [23], [40]. And
dn,k represents the distance between the SIoT n and the PU
k, n ∈ Ñ , k ∈ K̂. According to Rayleigh fading model, the IT
constrain of each SIoT based on average interference in order
to protect the PU k is written as

Eξ

[
β0Pn[l]

(‖wn −wP,k‖)λ
ξ

]
≤ ΓS , n ∈ Ñ , k ∈ K̂, (9)

where Eξ [·] denotes the mathematical expectation with ran-
dom variable ξ. Since the channel model between the SIoT
n and the PU k is supposed to follow the independent
Rayleigh fading model [23], [40], we can deal with the
left item of formula (9) to acquire Eξ

[
β0Pn[l]

(‖wn−wP,k‖)λ
ξ
]

=
β0Pn[l]

(‖wn−wP,k‖)λ
Eξ [ξ], where Eξ [ξ] is a constant term with

value one. Thus, we can also acquire Eξ
[

β0Pn[l]

(‖wn−wP,k‖)λ
ξ
]

=
β0Pn[l]

(‖wn−wP,k‖)λ
. Therefore, the formula (9) can be rewritten as

β0Pn[l]

(‖wn −wP,k‖)λ
≤ ΓS , n ∈ Ñ , k ∈ K̂. (10)

Due to the SUAV R and SUAV J in the air, the channel
between the SUAV m, m ∈ {R, J} and all ground PUs is
considered as the LoS channel. Based on the LoS channel
model, the IT constrains which can protect all PUs from the
interference of the SUAV R and SUAV J at any slot l are
respectively given by

β0PR[l]

‖qR[l]−wP,k‖2 +H2
R

≤ ΓRJ , k ∈ K̂, (11)

β0PJ [l]

‖qJ [l]−wP,k‖2 +H2
J

≤ ΓRJ , k ∈ K̂. (12)

B. Problem Formulation

Since the exact location of the SE can’t be fully known by
SUAV m, m ∈ {R, J}, we more concern about the worst-case
secrecy rate of the secondary relay network. Thus, the worst-
case secrecy rate from the SUAV R to the SU in bps/Hz at l
time slots is expressed as

Rser[l] =

[
RR,S [l]− max

we∈Ω
RR,E [l]

]+

,∀l, (13)

where [x]
+

= max(x, 0). In the cognitive system, our goal
is to maximize the average secrecy rate of the information
transmission of the SUAV R by jointly optimizing the tra-
jectories and transmit power of the SUAV R and the SUAV
J based on the information causality constrain. We define
P ∆

= {Pn[l], PR[l], PJ [l]} and Q ∆
= {qR[l],qJ [l]} in order

to simplify notation expression. The optimization problem is
formulated as

(P1) : max
P,Q

1

L

L∑
l=1

Rser[l] (14a)

s.t.
1

L

L∑
l=1

Pn[l] ≤ P̄T , 0 ≤ Pn[l] ≤ Pmax
T , n ∈ Ñ , (14b)

1

L

L∑
l=1

PR[l] ≤ P̄R, 0 ≤ PR[l] ≤ Pmax
R , (14c)

1

L

L∑
l=1

PJ [l] ≤ P̄J , 0 ≤ PJ [l] ≤ Pmax
J , (14d)

‖qm[l + 1]− qm[l]‖ ≤ V̂max, l ∈ L̂,m ∈ {R, J} (14e)

qR[1] = qiniR ,qR[L] = qfinR , (14f)

qJ [1] = qiniJ ,qJ [L] = qfinJ , (14g)

‖qR[l]− qJ [l]‖2 + (HR −HJ)
2 ≥ d2

min, (14h)
(8), (10), (11), and (12), (14i)

where the constraints (14b), (14c), and (14d) are on behalf of
the average power limitation and the peak power limitation of
the SIoT n, the SUAV R and the SUAV J , respectively. The
P̄T , P̄R and P̄J represent the average power of the SIoT n, the
SUAV R and the SUAV J , respectively. In (14b)–(14d), the
transmit power of the SIoT n, the SUAV R and the SUAV J at
any time slot l cannot exceed the set peak power Pmax

T , Pmax
R

and Pmax
J , respectively. In (14f), qiniR and qfinR denote the

initial point and final point of the SUAV R, respectively. The
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constraint (14g) indicates that the SUAV J flies from the set
initial location qiniJ to the set final location qfinJ . In (14h), the
distance between the SUAV R and the SUAV J is greater than
the minimum safe distance dmin in order to prevent colliding
each other.

In problem (P1), we note that the objective function (14a)
which includes a operator [·]+ and a “max” operation is a non-
concave function. Due to the coupling correlation of multiple
optimization variables, the constraints (8), (11), and (12) are
all non-convex. Therefore, the problem (P1) is a non-convex
problem. In Section III, we will tackle the objective function
and the non-convex constraint conditions in order to transform
the non-convex problem (P1) into the convex problem. And
we will obtain the locally optimal solution of the problem (P1)
by putting forward an effective optimization algorithm.

III. PROPOSED SOLUTION TO PROBLEM

In this section, we first tackle the uncertain expression
max
we∈Ω

RR,E [l] to an explicit expression. Due to the location

uncertainty of the SE, the SUAV R and the SUAV J only attain
it’s the estimated location in the estimation range. According
to the expression of the formula (7), we have

max
we∈Ω

RR,E [l] = log2

1 +
max
we∈Ω

hR,E [l]PR[l]

min
we∈Ω

hJ,E [l]PJ [l] + δ2
a

 . (15)

On the basis of the simple derivation and proof of the
literatures [33], [41], the optimal channel power gain ĥR,E [l]
from the SUAV R to the SE is obtained at we[l] = ŵe +

qR[l]−ŵe
‖qR[l]−ŵe‖π. The ĥR,E [l]

∆
= max

we∈Ω
hR,E [l] is written as

ĥR,E [l] =
β0

(‖qR[l]− ŵe‖ − π)
2

+H2
R

. (16)

Likewise, the power gain ĥJ,E [l] of the worst channel
from the SUAV J to the SE is acquired at we[l] = ŵe −

qR[l]−ŵe
‖qR[l]−ŵe‖π [33], [41]. The ĥJ,E [l]

∆
= min

we∈Ω
hJ,E [l] is ex-

pressed as

ĥJ,E [l] =
β0

(‖qJ [l]− ŵe‖+ π)
2

+H2
J

. (17)

According to the formulas (15), (16), and (17), the upper
bound rate R̂R,E [l] of the achievable rate between the SUAV
R and the SE is written as

R̂R,E [l] = log2

(
1 +

ĥR,E [l]PR[l]

ĥJ,E [l]PJ [l] + δ2
a

)
. (18)

Therefore, we can infer that R̂R,E [l] is the upper bound of
max
we∈Ω

RR,E [l], i.e., max
we∈Ω

RR,E [l] ≤ R̂R,E [l]. In (13), we use

R̂R,E [l] instead of max
we∈Ω

RR,E [l] to obtain the lower bound of

secrecy rate, which is R̂ser[l] =
[
RR,S [l]− R̂R,E [l]

]+
at any l

time slot. Thus, we replace
L∑
l=1

Rser[l] of the objective function

(14a) with explicit function
L∑
l=1

R̂ser[l] to maximize the lower

bound value of the cumulative secrecy rate in problem (P1).
Since the transmit power optimization can always make the
cumulative secrecy rate non-negative [33], the [·]+ is omitted
in the objective function. Therefore, we approximate problem
(P1) to obtain problem (P2), which is as follow

(P2) : max
P,Q

1

L

L∑
l=1

(
RR,S [l]− R̂R,E [l]

)
(19a)

s.t. (14b), (14c), (14d), (14e), (14f), (14g), (19b)
(8), (10), (11), and (12). (19c)

Nevertheless, the objective function of problem (P2) still
is a non-concave function in addition to the non-convex
constrains (8), (11) and (12). Thus, the problem (P2) is a
non-convex problem and need to be disposed. The alternating
optimization means is adopted to handle the non-convex
problem (P2) in this paper. We will divide problem (P2)
into three subproblems, which are the subproblem of only
optimizing the trajectory qR[l] of the SUAV R, the subproblem
of only optimizing the trajectory qJ [l] of the SUAV J , and the
subproblem of jointly optimizing the transmit power Pn[l],
PR[l] and PJ [l], respectively.

A. Transmit Power Allocation

In this subproblem, we jointly optimizing the transmit power
Pn[l] of the SIoT n, the transmit power PR[l] of the SUAV
R and the transmit power PJ [l] of the SUAV J under the
given trajectories of the SUAV R and the SUAV J . Thus, the
subproblem (P3) is formulated as follow

(P3) : max
P

1

L

L∑
l=1

(
RR,S [l]− R̂R,E [l]

)
(20a)

s.t. (14b), (14c), (14d), (20b)
(8), (10), (11), and (12). (20c)

Due to the non-concave objective function in (P3), we first
need to transform it to a concave function. The expansion form
of the formula RR,S [l]− R̂R,E [l] is written as

RR,S [l]− R̂R,E [l]

=log2

(
hJ,S [l]PJ [l] + δ2

a + hR,S [l]PR[l]
)

+ log2

(
ĥJ,E [l]PJ [l] + δ2

a

)
− log2

(
hJ,S [l]PJ [l] + δ2

a

)
− log2

(
ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l]
)
, (21)

where the log2

(
hJ,S [l]PJ [l] + δ2

a + hR,S [l]PR[l]
)

and log2

(
ĥJ,E [l]PJ [l] + δ2

a

)
are concave terms

in regard to the variables PJ [l] or PR[l].
However, the −log2

(
hJ,S [l]PJ [l] + δ2

a

)
and

−log2

(
ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l]
)

are convex
terms in regard to the variables PJ [l] or PR[l] and need to be
handled. The first order Taylor expansion method is applied
to tackle the term −log2

(
hJ,S [l]PJ [l] + δ2

a

)
and get its lower

bound function with the variable PJ [l] as follows

− log2

(
hJ,S [l]PJ [l] + δ2

a

)
≥
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− log2

(
hJ,S [l]P

(i)
J [l] + δ2

a

)
−
hJ,S [l]

(
PJ [l]− P (i)

J [l]
)

ln 2
(
hJ,S [l]P

(i)
J [l] + δ2

a

) ,
(22)

where P
(i)
J [l] represents the SUAV J power

value of the ith iteration. For the dispose of
term −log2

(
ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l]
)

, we
introduce the nonnegative relaxation variable A[l]. Let

1
A[l] = ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l]. And the term

−log2

(
ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l]
)

is equivalent to
log2 (A[l]) which is a concave function. Therefore, the
objective function is rewritten as

RR,S [l]− R̂R,E [l]

=log2

(
hJ,S [l]PJ [l] + δ2

a + hR,S [l]PR[l]
)

+ log2

(
ĥJ,E [l]PJ [l] + δ2

a

)
− log2

(
hJ,S [l]P

(i)
J [l] + δ2

a

)
−
hJ,S [l]

(
PJ [l]− P (i)

J [l]
)

ln 2
(
hJ,S [l]P

(i)
J [l] + δ2

a

) + log2 (A[l])

∆
=R̃ser[l]. (23)

Based on the concave dispose of the objective function of
problem (P3), the (P3) is reformulated as

(P3.1) : max
{Pn[l],PR[l],PJ [l],A[l]}

1

L

L∑
l=1

R̃ser[l] (24a)

s.t.
1

A[l]
≥ ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l] (24b)

(14b), (14c), (14d), (24c)
(8), (10), (11), and (12). (24d)

By adding a new constraint (24b), we can deduce that the
objective function of problem (P3.1) is lower bound of that
of problem (P3). Since the constraints (24b) and (8) are non-
convex, the problem (P3.1) is still non-convex problem. The
left hand side of (24b) is a convex term. Thus, we perform
the first order Taylor expansion for the item 1

A[l] as follows

1

A[l]
≥ 1

A(i)[l]
− A[l]−A(i)[l](

A(i)[l]
)2 =

2A(i)[l]−A[l](
A(i)[l]

)2 , (25)

where A(i)[l] is the obtained value at the ith iteration. The
formula (8) is rewritten as∑

l
r=2log2

(
hJ,S [r]PJ [r] + δ2

a + hR,S [r]PR[r]
)

−
l∑

r=2

log2

(
hJ,S [r]PJ [r] + δ2

a

)
≤
l−1∑
r=1

N∑
n=1

log2

(
hJ,R[r]PJ [r] + δ2

a + hn,R[r]Pn[r]
)

−
l−1∑
r=1

N∑
n=1

log2

(
hJ,R[r]PJ [r] + δ2

a

)
, l ∈ L̃. (26)

Due to the non-convexity of the term
log2

(
hJ,S [r]PJ [r] + δ2

a + hR,S [r]PR[r]
)

in (26), we

introduce the nonnegative relaxation variable B[r]. We
define 1

B[r] = hJ,S [r]PJ [r] + δ2
a + hR,S [r]PR[r]. The term

log2

(
hJ,S [r]PJ [r] + δ2

a + hR,S [r]PR[r]
)

is equivalent to
−log2 (B[r]) which is a convex function. Meanwhile, in
optimization problem (P3.1), we add new constraint condition,
which is

1

B[r]
≥ hJ,S [r]PJ [r] + δ2

a + hR,S [r]PR[r], l ∈ L̃. (27)

With the new constraint (27), we can deduce that −log2 (B[r])
is upper bound of log2

(
hJ,S [r]PJ [r] + δ2

a + hR,S [r]PR[r]
)

based on the monotonicity of the log function. For the non-
concavity of the left side term of the constraint (27), we utilize
the first order Taylor expansion to get the lower bound of the
term 1

B[l] as follow

1

B[l]
≥ 1

B(i)[l]
− B[l]−B(i)[l](

B(i)[l]
)2 =

2B(i)[l]−B[l](
B(i)[l]

)2 , (28)

where B(i)[l] is the obtained value at the ith iteration.
Since the right side term −log2

(
hJ,R[r]PJ [r] + δ2

a

)
of the

constraint (26) is convex, the lower bound of the term
−log2

(
hJ,R[r]PJ [r] + δ2

a

)
based on the first order Taylor

expansion in regard to the variable PJ [r] is written as

− log2

(
hJ,R[r]PJ [r] + δ2

a

)
≥

− log2

(
hJ,R[r]P

(i)
J [r] + δ2

a

)
−
hJ,R[r]

(
PJ [r]− P (i)

J [r]
)

ln 2
(
hJ,R[r]P

(i)
J [r] + δ2

a

) .
(29)

Based on the above convex processing of the constraint
condition (26), it is rewritten as

−
l∑

r=2

log2 (B[r])−
l∑

r=2

log2

(
hJ,S [r]PJ [r] + δ2

a

)
≤
l−1∑
r=1

N∑
n=1

log2

(
hJ,R[r]PJ [r] + δ2

a + hn,R[r]Pn[r]
)

−
l−1∑
r=1

N log2

(
hJ,R[r]P

(i)
J [r] + δ2

a

)

−
l−1∑
r=1

NhJ,R[r]
(
PJ [r]− P (i)

J [r]
)

ln 2
(
hJ,R[r]P

(i)
J [r] + δ2

a

) ,∀l ∈ L̃. (30)

By the convex processing of the objective function, the
constraint (8) as well as the new added constraints, we can
acquire the convex approximate problem (P3.2) of the problem
(P3). The problem (P3.2) is formulated as

(P3.2) : max
{Pn[l],PR[l],PJ [l],A[l],B[l]}

1

L

L∑
l=1

R̃ser[l] (31a)

s.t.
2A(i)[l]−A[l](

A(i)[l]
)2 ≥ ĥJ,E [l]PJ [l] + δ2

a + ĥR,E [l]PR[l],∀l,

(31b)

2B(i)[l]−B[l](
B(i)[l]

)2 ≥ hJ,S [r]PJ [l] + δ2
a + hR,S [r]PR[l],∀l,

(31c)
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(14b), (14c), (14d), (31d)
(10), (11), (12), and (30). (31e)

It is noticed that problem (P3.2) is a convex problem by the
convex dispose of the objective function and the constraint
(26). Since the interior point method is an optimization algo-
rithm based on the penalty function [42], we adopt it to solve
problem (P3.2) to acquire the optimal solution, which can also
meet problem (P3.1). Thus, problem (P3.2) is equivalent to
problem (P3.1) for the SUAVs’ power allocation. Based on
the constraint (24b) and the lower bound approximate of the
formula (22), we can deduce that the optimization value of
problem (P3.1) is the lower bound of that of problem (P3).
Therefore, the optimal feasible solution of problem (P3.2) is
also the feasible solution of problem (P3).

B. Optimizing The UAV Jammer’s Trajectory

In this subsection, we optimize the flight trajectory qJ [l] of
the SUAV J under the given the SUAV R’s trajectory qR[l]
and transmit power PR[l], the SUAV J’s transmit power PJ [l]
and the transmit power Pn[l] of the SIoT n. Thus, we are able
to formulate the subproblem (P4), that is expressed as follows

(P4) : max
qJ [l]

1

L

L∑
l=1

log2

1 +
hR,S [l]PR[l]
β0PJ [l]

‖qJ [l]−ws‖2+H2
J

+ δ2
a


−log2

1 +
ĥR,E [l]PR[l]
β0PJ [l]

(‖qJ [l]−ŵe‖+π)2+H2
J

+ δ2
a

 (32a)

s.t.
l∑

r=2

log2

1 +
hR,S [r]PR[r]
β0PJ [r]

‖qJ [r]−ws‖2+H2
J

+ δ2
a


≤

l−1∑
r=1

N∑
n=1

log2

1 +
hn,R[r]Pn[r]
β0PJ [r]

‖qR[r]−qJ [r]‖2+(HR−HJ )2
+ δ2

a

,
l ∈ L̃, (32b)

‖qJ [l + 1]− qJ [l]‖ ≤ V̂max, (32c)
(14g), (14h), and (12). (32d)

Since the objective function (32a) is a non-concave function
and the constraints (32b) and (14h) are non-convex in problem
(P4), the problem (P4) is a non-convex problem. The slack
variables ω[l], η[l], µ[r], sand ϕ[l] are introduced to the
objective function and the constraints of problem (P4) so as to
do convex processing for them. Thus, problem (P4) is rewritten
as

(P4.1) : max
{qJ [l],ω[l],η[l],µ[r],ϕ[l]}

1

L

L∑
l=1

[ω[l]

− log2

1 +
ĥR,E [l]PR[l]
β0PJ [l]
η[l] + δ2

a

 (33a)

s.t.
l∑

r=2

ω[r] ≤
l−1∑
r=1

N∑
n=1

log2

1 +
hn,R[r]Pn[r]
β0PJ [r]
µ[r] + δ2

a

, l ∈ L̃,
(33b)

ω[l] ≤ log2

1 +
hR,S [l]PR[l]
β0PJ [l]
ϕ[l] + δ2

a

 , (33c)

(‖qJ [l]− ŵe‖+ π)
2

+H2
J ≤ η[l], (33d)

‖qR[l]− qJ [l]‖2 + ∆H2 ≥ µ[l], (33e)

‖qJ [l]−ws‖2 +H2
J ≥ ϕ[l], (33f)

‖qR[l]− qJ [l]‖2 + ∆H2 ≥ d2
min, (33g)

β0PJ [l]

ΓRJ
≤ ‖qJ [l]−wP,k‖2 +H2

J , (33h)

(14g), (33i)

where ∆H = HR −HJ , and the (33h) is the transformation
form of (12) due to the positive ΓRJ and ‖qJ [l]−wP,k‖2 +
H2
J . In problem (P4.1), the new objective function (33a)

and the added constraints (33c), (33d), and (33f) replace the
objective function (32a) of problem (P4). From the inequalities
(33c), (33d), and (33f), we can easily deduce that the objective
function (33a) is the lower bound of (32a). By adding the
constraint (33e), we can observe that the right hand side
(RHS) term of (33b) is the lower bound of that of (32b). In
constraint (33f), there exists always a feasible solution qJ [l]
to meet the inequalities (33f) equal by decreasing variable
ϕ[l]. Meanwhile, the feasible solution qJ [l] satisfies also the
constraint (32b) of problem (P4). Thus, the constraint (33b) is
equivalent to the constraint (32b) by adding new constraints
(33c), (33e) and (33f). This indicates that the problem (P4.1)
is an approximate problem of (P4). Although the constraints
(33b), (33c), (33d) and (14g) are convex constraints in problem
(P4.1), the objective function is non-concave in regard to vari-
able η[l] and other constraints are all non-convex. Therefore,
problem (P4.1) is still a non-convex problem.

Because the term −log2

(
1 +

ĥR,E [l]PR[l]
β0PJ [l]

η[l]
+δ2a

)
of the objective

function (33a) is convex, it need to be tackled by the first order
Taylor expansion and its expansion is as follow

−log2

1 +
ĥR,E [l]PR[l]
β0PJ [l]
η[l] + δ2

a

 ≥ −Y (i)[l]

− S(i)[l]
(
η[l]− η(i)[l]

)
, l ∈ L, (34)

where Y (i)[l] = log2

(
1 +

ĥR,E [l]PR[l]η(i)[l]

β0PJ [l]+δ2aη
(i)[l]

)
and S(i)[l] =

β0ĥR,E [l]PR[l]PJ [l]

ln 2(β0PJ [l]+δ2aη
(i)[l])(β0PJ [l]+(δ2a+ĥR,E [l]PR[l])η(i)[l])

. The left
hand side (LHS) terms of the constraints (33e), (33f), and
(33g) and the RHS term of (33h) are convex functions and
they don’t satisfy convex condition. Based on the first order
Taylor expansion method, we can attain the lower bound of
the LHS terms of (33e), (33f) and (33g) as well as the RHS
term of (33h), and we have the inequalities as follows

‖qJ [l]− qR[l]‖2 ≥∥∥∥q(i)
J [l]− qR[l]

∥∥∥2

+ 2
(

q(i)
J [l]− qR[l]

)T (
qJ [l]− q(i)

J [l]
)
,

(35)

‖qJ [l]−ws‖2 ≥



8 JOURNAL OF COMMUNICATIONS AND NETWORKS

∥∥∥q(i)
J [l]−ws

∥∥∥2

+ 2
(

q(i)
J [l]−ws

)T (
qJ [l]− q(i)

J [l]
)
, (36)

‖qJ [l]−wP,k‖2 ≥∥∥∥q(i)
J [l]−wP,k

∥∥∥2

+ 2
(

q(i)
J [l]−wP,k

)T (
qJ [l]− q(i)

J [l]
)
.

(37)

According to the inequalities (35), (36) and (37), the constraint
conditions (33e), (33f), (33g) and (33h) are rewritten as∥∥∥q(i)

J [l]− qR[l]
∥∥∥2

+ 2
(

q(i)
J [l]− qR[l]

)T (
qJ [l]− q(i)

J [l]
)

+ ∆H2 ≥ µ[l], (38)

∥∥∥q(i)
J [l]−ws

∥∥∥2

+ 2
(

q(i)
J [l]−ws

)T (
qJ [l]− q(i)

J [l]
)

+H2
J ≥ ϕ[l], (39)

∥∥∥q(i)
J [l]− qR[l]

∥∥∥2

+ 2
(

q(i)
J [l]− qR[l]

)T (
qJ [l]− q(i)

J [l]
)

+ ∆H2 ≥ d2
min, (40)

β0PJ [l]

ΓRJ
≤
∥∥∥q(i)

J [l]−wP,k

∥∥∥2

+ 2
(

q(i)
J [l]−wP,k

)T (
qJ [l]− q(i)

J [l]
)

+H2
J .

(41)

Based on above convex dispose of the objective function
and the constraints, problem (P4.1) is reformulated as

(P4.2) : max
{qJ [l],ω[l],η[l],µ[r],ϕ[l]}

1

L

L∑
l=1

[
ω[l]− S(i)[l]η[l]

−Y (i)[l] + S(i)[l]η(i)[l]
]

(42a)

s.t. (33b), (33c), (33d), (38), (39), (40), (41), and (14g).
(42b)

Through the convex dispose of the objective function and
the constraints of (P4.1), the new problem (P4.2) is certified to
be a convex optimization problem which is able to be solved
by the convex optimization tool CVX. The optimal solution
of (P4.2) which can satisfy the constraints of (P4.1) is the
feasible solution of (P4.1). Since problem (P4.1) is equivalent
to problem (P4), problem (P4.2) is also equivalent to problem
(P4).

C. Optimizing The UAV Relay’s Trajectory

In this subsection, we optimize the flight trajectory qR[l] of
the SUAV R with the fixed the SUAV J’s trajectory qJ [l] and
the transmit power PJ [l], the SUAV R’s transmit power PR[l]
and the transmit power Pn[l] of the SIoT n. So, we are able
to formulate the subproblem (P5), which is written as

(P5) : max
{qR[l]}

1

L

L∑
l=1

[
log2

(
1 +

g[l]

‖qR[l]−ws‖2 +H2
R

)

−log2

(
1 +

f [l]

(‖qR[l]− ŵe‖ − π)
2

+H2
R

)]
(43a)

s.t.
l∑

r=2

log2

(
1 +

g[r]

‖qR[r]−ws‖2 +H2
R

)

≤
l−1∑
r=1

N∑
n=1

log2

1 +

β0Pn[r]

‖qR[r]−wn‖2+H2
R

β0PJ [r]

‖qR[r]−qJ [r]‖2+∆H2 + δ2
a

, (43b)

‖qR[l + 1]− qR[l]‖ ≤ V̂max, (43c)
(11), (14f)and (14h), (43d)

where g[l] = β0PR[l]
hJ,S [l]PJ [l]+δ2a

and f [l] = β0PR[l]

ĥJ,E [l]PJ [l]+δ2a
. In

problem (P5), the objective function (43a) is non-concave
function and the constraints (43b) and (11) are non-convex
in regard to qR[r]. Therefore, problem (P5) is a non-convex
problem. The slack variable ψ[l] and φ[l] are introduced
to the objective function (43a). Consider concave or linear
processing for the objective function, the slack variables are
expressed as ψ[l] = log2

(
1 + g[l]

‖qR[l]−ws‖2+H2
R

)
and φ[l] =

(‖qR[l]− ŵe‖ − π)
2
+H2

R. We introduce slack variables C[r]

and ρ[r] to define them as C[r] = β0PJ [r]

‖qR[r]−qJ [r]‖2+∆H2 +

δ2
a + β0Pn[r]

‖qR[r]−wn‖2+H2
R

and ρ[r] = ‖qR[r]− qJ [r]‖2 + ∆H2,
respectively. And we have

log2

1 +

β0Pn[r]

‖qR[r]−wn‖2+H2
R

β0PJ [r]

‖qR[r]−qJ [r]‖2+∆H2 + δ2
a


= log2C[r]− log2

(
β0PJ [r]

ρ[r]
+ δ2

a

)
. (44)

By introducing multiple slack variables and new constraints,
we can get new problems (P5.1), which is

(P5.1) : max
{qR[l],ψ[l],φ[l],C[l],ρ[l]}

1

L

L∑
l=1

[
ψ[l]−log2

(
1 +

f [l]

φ[l]

)]
(45a)

s.t.
l∑

r=2

ψ[r] ≤
l−1∑
r=1

N∑
n=1

(
log2C[r]− log2

(
β0PJ [r]

ρ[r]
+ δ2

a

))
,

(45b)

ψ[l] ≤ log2

(
1 +

g[l]

‖qR[l]−ws‖2 +H2
R

)
, (45c)

φ[l] ≤ (‖qR[l]− ŵe‖ − π)
2

+H2
R, (45d)

C[l] ≤ β0PJ [l]

‖qR[l]− qJ [l]‖2 + ∆H2

+ δ2
a +

β0Pn[l]

‖qR[l]−wn‖2 +H2
R

, (45e)

ρ[l] ≤ ‖qR[l]− qJ [l]‖2 + ∆H2, (45f)
(11), (14f), (14h), and (43c). (45g)

By adding two new constraints (45c) and (45d) in problem
(P5.1), it can deduce that the transformed objective function
(45a) is the lower bound of (43a) of problem (P5). The
added constraints (45e) and (45f) can indicate that the RHS of
(45b) is lower bound of that of (43b). In constraint (45c), the
exists always a feasible solution qR[l] meet simultaneously the
constraints (45b), (45c) and (43b) by reducing variable ψ[l].
Thus, the constraint (45b) is equivalent to (43b). The optimal
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solution of problem (P5.1) is also the feasible solution of prob-
lem (P5). This indicates that problem (P5.1) is an approximate
problem of (P5). We can observe that the objective function is
a concave function, and the constraints (45b), (14f) and (43c)
are convex constraint conditions. But the constraints (45c),
(45d), (45e), (45f), (11) and (14h) are non-convex conditions
to need to be handled. Therefore, the problem (P5.1) is still a
non-convex problem.

Since the RHS of the constraints (45c), (45d), (45e), (45f),
and (14h) are convex functions, which do not satisfy convex
condition. The first order Taylor expansion method is applied
to tackle them. Thus, we have the inequalities as follows

log2

(
1 +

g[l]

‖qR[l]−ws‖2 +H2
R

)
≥ X(i)[l]

− Z(i)[l]

(
‖qR[l]−ws‖2 −

∥∥∥q(i)
R [l]−ws

∥∥∥2
)
, (46)

‖qR[l]− ŵe‖2 ≥
∥∥∥q(i)

R [l]− ŵe
∥∥∥2

+ 2
(

q(i)
R [l]− ŵe

)T (
qR[l]− q(i)

R [l]
)
, (47)

β0PJ [l]

‖qR[l]− qJ [l]‖2 + ∆H2
≥ K(i)[l]

−M (i)[l]

(
‖qR[l]− qJ [l]‖2 −

∥∥∥q(i)
R [l]− qJ [l]

∥∥∥2
)
, (48)

β0Pn[l]

‖qR[l]−wn‖2 +H2
R

≥ 2β0Pn[l]∥∥∥q(i)
R [l]−wn

∥∥∥2

+H2
R

−
β0Pn[l]

(
H2
R + ‖qR[l]−wn‖2

)
(∥∥∥q(i)

R [l]−wn

∥∥∥2

+H2
R

)2 , (49)

‖qR[l]− qJ [l]‖2 ≥
∥∥∥q(i)

R [l]− qJ [l]
∥∥∥2

+ 2
(

q(i)
R [l]− qJ [l]

)T (
qR[l]− q(i)

R [l]
)
, (50)

where we define X(i)[l] = log2

(
1 + g[l]∥∥∥q(i)

R [l]−ws
∥∥∥2

+H2
R

)
,

Z(i)[l] = g[l]

ln 2

(∥∥∥q(i)
R [l]−ws

∥∥∥2
+H2

R

)(∥∥∥q(i)
R [l]−ws

∥∥∥2
+H2

R+g[l]

) ,

K(i)[l] = β0PJ [l]∥∥∥q(i)
R [l]−qJ [l]

∥∥∥2
+∆H2

and M (i)[l] =

β0PJ [l](∥∥∥q(i)
R [l]−qJ [l]

∥∥∥2
+∆H2

)2 . The constraint condition (11) is

also the non-convex constraint. Due to the positive term
ΓRJ and ‖qR[l]−wP,k‖2 + H2

R, we move the LHS term
and the RHS term of (11) and attain new inequality as
β0PR[l]

ΓRJ
≤ ‖qR[l]−wP,k‖2 +H2

R, the RHS term of which is
tackled based on the first order Taylor expansion method as
follow

‖qR[l]−wP,k‖2 ≥
∥∥∥q(i)

R [l]−wP,k

∥∥∥2

+ 2
(

q(i)
R [l]−wP,k

)T (
qR[l]− q(i)

R [l]
)
. (51)

According to the above convex processing for the constraint
conditions of problem (P5.1), we are able to attain new
optimization problem (P5.2), which is formulated as

(P5.2) : max{
qR[l],ψ[l],
φ[l],C[l],ρ[l]

} 1

L

L∑
l=1

[ψ[l] −log2

(
1 +

f [l]

φ[l]

)]

(52a)

s.t.
l∑

r=2

ψ[r] ≤
l−1∑
r=1

N∑
n=1

(
log2C[r]− log2

(
β0PJ [r]

ρ[r]
+ δ2

a

))
,

(52b)

ψ[l] ≤ X(i)[l]− Z(i)[l]

(
‖qR[l]−ws‖2 −

∥∥∥q(i)
R [l]−ws

∥∥∥2
)
,

(52c)

φ[l] ≤
∥∥∥q(i)

R [l]− ŵe
∥∥∥2

− 2π ‖qR[l]− ŵe‖+ π2 +H2
R

+ 2
(

q(i)
R [l]− ŵe

)T (
qR[l]− q(i)

R [l]
)
, (52d)

C[l] ≤ K(i)[l] + δ2
a +

2β0Pn[l]∥∥∥q(i)
R [l]−wn

∥∥∥2

+H2
R

−M (i)[l]

(
‖qR[l]− qJ [l]‖2 −

∥∥∥q(i)
R [l]− qJ [l]

∥∥∥2
)

−
β0Pn[l]

(
H2
R + ‖qR[l]−wn‖2

)
(∥∥∥q(i)

R [l]−wn

∥∥∥2

+H2
R

)2 , (52e)

ρ[l] ≤ Υ(i)[l] + 2
(

q(i)
R [l]− qJ [l]

)T (
qR[l]− q(i)

R [l]
)
, (52f)

β0PR[l]

ΓR
≤ Ψ

(i)
k [l] + 2

(
q(i)
R [l]−wP,k

)T (
qR[l]− q(i)

R [l]
)
,

(52g)

Υ(i)[l] + 2
(

q(i)
R [l]− qJ [l]

)T (
qR[l]− q(i)

R [l]
)
≥ d2

min,

(52h)
(14f) and (43c), (52i)

where we define Υ(i)[l] =
∥∥∥q(i)

R [l]− qJ [l]
∥∥∥2

+ ∆H2 and

Ψ
(i)
k [l] =

∥∥∥q(i)
R [l]−wP,k

∥∥∥2

+ H2
R. Through the dispose of

constraints, the problem (P5.2) is a convex problem, which is
solved by the CVX toolbox. In the problem (P5.2), the lower
bound of some constraint conditions is obtained by convex
processing. Thus, the attained feasible solution of problem
(P5.2) meets also all constraints of problem (P5.1). This
indicates that the feasible solution of problem (P5.2) is also the
feasible solution of problem (P5.1). In consequence, problem
(P5.2) is equivalent to problem (P5.1). Due to problem (P5.1)
is equivalent to problem (P5). Therefore, the feasible solution
of problem (P5.2) can satisfy all constraints of problem (P5),
and problem (P5.2) is also equivalent to problem (P5.1).

Based on the alternative optimization of problems (P3.2),
(P4.2) and (P5.2), the efficient algorithm is designed and
summarized as Algorithm 1 to attain the optimal solution.
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TABLE I
THE ALTERNATING OPTIMIZATION ALGORITHM.

Algorithm 1: The alternating optimization for (P1).

1: Initialization:
Set the initial SUAVs’ trajectories as

{
q
(0)
R [l],q

(0)
J [l]

}
,

and set IT thresholds ΓRJ and ΓS , the initial power values{
P

(0)
n [l], P

(0)
R [l], P

(0)
J [l]

}
, the rang estimation value π as well as

the accuracy θ.
2: Repeat :
3: Under the given SUAVs’ trajectories q

(i)
R [l] and q

(i)
J [l], and the

calculated A(i)[l] and B(i)[l], obtain the optimal power allocation{
P

(i+1)
n [l], P

(i+1)
R [l], P

(i+1)
J [l]

}
by solving (P3.2).

4: With the given
{
P

(i+1)
n [l], P

(i+1)
R [l], P

(i+1)
J [l]

}
and q

(i)
R [l], and

the calculated η(i)[l], acquire the optimized trajectory q
(i+1)
J [l]

of the SUAV J by solving (P4.2).
5: For the given

{
P

(i+1)
n [l], P

(i+1)
R [l], P

(i+1)
J [l]

}
and q

(i+1)
J [l],

attain the optimized trajectory q
(i+1)
R [l] of the SUAV R by

solving (P5.2).
6: Update the iterative number i = i+ 1.
7: Until the objective value of (P5.2) converges within a given

accuracy θ.
8: Obtain solutions:

P opt
n [l], P opt

R [l], P opt
J [l], qopt

J [l] and qopt
R [l].

Since the problems (P3.2), (P4.2) and (P5.2) are sub problems
of the original problem (P1). Hence, the optimal solutions of
(P3.2), (P4.2) and (P5.2) are the sub optimal solution of (P1).
According to the algorithm complexity analysis of the litera-
tures [43], [44], the total algorithm complexity is composed
of the iteration number of SCA method, iteration complexity
and the per-iteration computation cost. In Algorithm 1, the
iteration number of SCA method is F . The iteration com-
plexity and the per iteration computation cost are computed
as O

(√
NL · ln

(
θ−1
))

and O (NL), respectively. Therefore,
we can calculate the total complexity of the proposed Algo-
rithm 1 which is written as O

(
F ln

(
θ−1,

)
N

3
2L

3
2

)
.

IV. SIMULATION RESULTS

In this section, numerical results are offered to evaluate the
performance of the proposed Algorithm 1. In the cognitive sys-
tem, we set the initial horizontal positions of the SUAV R and
the SUAV J as qiniR = (0, 400 m) and qiniJ = (0,−1000 m),
and their final locations in horizontal direction as qfinR =

(3500 m, 400 m) and qfinJ = (3500 m,−1000 m), respec-
tively. During the SUAVs’ flight from the initial site to the
final site, they all keep the fixed altitude HR = HJ = 30 m
to fly within the maximum limit speed Vmax = 30 m/s. In
order to avoid collision for the SUAV R and the SUAV J
each other, the minimum safety distance is set as dmin = 10 m.
Suppose that there are three SIoTs, i.e., N = 3 and a SU in the
secondary network, and they are marked with blue asterisks
and blue hexagon in the simulation diagram, respectively. For
the average transmit powers of the SIoTn, the SUAV R and
the SUAV J , we set them as P̄T = 20 dBm, P̄R = 20 dBm
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Fig. 2. The optimized trajectories of the SUAVs based on different IT
thresholds.

and P̄J = 20 dBm, respectively. Meanwhile, the maximum
transmit powers of the SIoTn, the SUAV R and the SUAV
J are set as Pmax

T = 26 dBm, Pmax
R = 26 dBm, and

Pmax
J = 26 dBm, respectively. In the primary network, it

is supposed that there are four the PUs, i.e., K = 4 PUs,
and a SE, which are marked by using four black triangles
and a red rhombus in the diagram, respectively. The reference
power gain of channel is set as β0 = −30 dB and the total
interference power δ2

a is set as δ2
a = −80 dBm [24]. For the

constraint (10), the path loss exponent is set as λ = 3 [45].
Since the interference threshold ΓS caused by the transmit
power of the SIoT n for the PUs has no big influence on the
trajectories optimization of the SUAVs and the secrecy rate of
the secondary relay network, the ΓS is set as the fixed value,
i.e., ΓS = −91 dBm.

Fig. 2 shows the optimized trajectories of the SUAV R
and the UAV J based on the different IT threshold ΓRJ

with the total flight time 180 s and the maximum range
estimation value π = 20. In Fig. 2, the SUAV R first flies
to the sky above the SIoTs from the initial point in order
to receive rapidly information with the good links. When the
SUAV R flies through the area of the PUs in Fig. 2, we can
observe that the SUAV R keeps away from the PUs. That is
because that the distance interval between the SUAV R and
the PUs can protect the PUs of the primary network from the
interference generated by the SUAV R. From the observation
of Fig. 2, the SUAV R flies close to the SU in order to transmit
more information to the SU within the limited flight time. In
Fig. 2, we can observe that the optimized trajectories of the
SUAV R and the SUAV J are different with the different
IT thresholds ΓRJ . When we set the tolerant IT threshold as
ΓRJ = −53 dBm, the optimized trajectories of the SUAV
R and the SUAV J are closest to the PUs. When the ΓRJ

is set as ΓRJ = −68 dBm, the SUAV R and the SUAV J
are farthest to the PUs. This indicates that the PUs are more
sensitive to the interferences from the SUAV R and the SUAV
J when IT threshold value ΓRJ is more smaller. About the
optimized trajectory of the SUAV J in Fig. 2, it is observed
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that the SUAV J not only keeps away from the PUs, but also
is far away from the SUAV R in the most time slots. That is
because that the transmit power of the friendly SUAV J also
cause interference for the SUAV R and the PUs. As shown in
Fig. 2, when the SUAV J flies through the SE, the SUAV J
will try to get close to the SE. That is because that the SUAV
J can transmit a mass of the disturbed information to the SE
in order to improve the secrecy rate of the secondary relay
network.

Fig. 3 shows the optimized trajectories of the SUAV R and
the SUAV J based on the different total flight time under
the tolerant IT threshold ΓRJ = −63 dBm and π = 20. By
viewing the SUAV R’s optimization trajectory in Fig. 3, the
SUAV R cannot fly close enough to the SU when the total
flight time is set as 140 s, i.e., TFT = 140 s. That is because
that the SUAV R does not have enough time to do more
missions when the limited flight time is set as TFT = 140 s.
When the total flight time is set as TFT = 220 s, we can
observe from Fig. 3 that when the SUAV R hovers over
the SIoTs and the SU for some time slots, especially over
the SU. This indicates that the SUAV R can collect and
transmit more information in the secondary network as the
total flight time is sufficient. For the comparison of the SUAV
J’s optimization trajectory with three different flight time in
Fig. 3, it is observed that the SUAV J is given more time,
the SUAV J is more far away from the PUs and the SUAV
R in order to decrease the interference for them. At the same
time, we also observe that the SUAV J hovers over the SE for
longer time under the sufficient flight time so as to be able to
enhance the secrecy rate of the secondary network.

Fig. 4 shows the change of the optimized power for the
SIoTs, the SUAV R and the SUAV J with the change of time
T based on the IT threshold ΓRJ = −63 dBm, the total flight
time 180 s and π = 20. In Fig. 4, it is observed that the power
values of three SIoTs first increase rapidly to their peak value,
and then decline slowly to zero value. That is because that the
SUAV R flies close to the SIoTs and collects rapidly more
information by increasing the transmit power of the SIoTs.
When the SUAV R flies away the SIoTs, the SIoTs decline
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Fig. 5. The average secrecy rates of the secondary relay network based on
different IT thresholds and different total flight time.

their transmit power due to the power constraint and the IT
threshold constraint. From Fig. 4, we can observe that the
power value of the SUAV R increases slowly from zero to a
maximum value and then decreases slowly to a certain value.
However, the change curve of the power value for the SUAV
J has an opposite trend in comparison with the change curve
of the power for the SUAV R in Fig. 4. That indicates that
the SUAV R only collects information and does not delivery
information in the beginning period, in which the SUAV J
transmits a mass of interference data to the SE by increasing
transmit power under the IT threshold constraint. When the
SUAV R delivery information to the SU by gradually enlarging
the transmit power, the SUAV J will reduce its transmit power
yet in order to decrease the interference for the SUAV R’s
communication.

Fig. 5 shows the the change of average secrecy rates of the
secondary relay network based on different IT thresholds ΓRJ

and different total flight time under π = 20. We can observe
from Fig. 5 that the average secrecy rate of the secondary
relay network increases with the increase of the interference
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Fig. 6. The average secrecy rates of the secondary relay network versus the
total flight time T based on the different optimization schemes.

threshold value at same total flight time. We can also observe
that the average secrecy rate of the secondary relay network
increases as the total flight time increases under same the
interference threshold value. By combining Figs. 2 and 3 to
analyze the simulation result of Fig. 5, we can obtain that
the SUAV R can collect and transmit more information to the
SU by flying closer to the SIoTs and the SU to improve the
average secrecy rate of the secondary relay network when the
IT threshold ΓRJ and the total flight time are set to a relatively
large value. Likewise, the SUAV J can fly close to the SE and
transmit more disturbed information to the SE under the larger
IT threshold ΓRJ value and more flight time so as to improve
the average secrecy rate of the secondary relay network.

Fig. 6 shows the change of the average secrecy rates of the
secondary relay network versus the total flight time T based
on four optimization schemes under ΓRJ = −63 dBm and
π = 20. It is clearly observed that the average secrecy rates
of the four optimization schemes all go up as the total flight
time of the SUAVs increases. In Fig. 6, the symbols O Q and
NO Q denote the optimization trajectories of the SUAVs and
no optimization trajectories of the SUAVs, respectively. Like-
wise, the symbols O P and NO P represent the optimization
power of the SUAVs and no optimization power of the SUAVs,
respectively. The first optimization scheme is denoted by O Q
and O P in Fig. 6. The first optimization scheme which is
our proposed optimization scheme of jointly optimizing the
SUAVs’ trajectories and power is an optimum optimization
scheme by comparing with other three optimization schemes.
Via the comparison of the first optimization scheme and the
fourth optimization scheme which is no SUAV J scheme
denoted by O {qR} and O {Pn, PR} in Fig. 6, the average
secrecy rate of the former is higher than that of the latter.
This indicates that the SUAV J which is friendly added by
disturbing the SE can help the secondary relay network to
better improve the average secrecy rate of the system. By
comparing the second optimization scheme denoted by O Q
and NO P with the third optimization scheme denoted by
NO Q and O P in Fig. 6, we can obtain the conclusion
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Fig. 7. The average secrecy rates of the secondary relay network versus the
range estimation value π based on the different optimization schemes.

that the trajectory optimization strategy can better improve the
average secrecy rate of the system than the power optimization
strategy.

Fig. 7 shows the change of the average secrecy rates of the
secondary relay network versus the range estimation value π
based on four optimization schemes under ΓRJ = −63 dBm
and the total flight time 180 s. In Fig. 7, we can clearly observe
that the average secrecy rates of the four optimization schemes
all fall off as the range estimation value π increases. This is
because that the range estimation value π is set as bigger value
so as to make it harder to estimate the exact location of the
SE and lead to the decline of the average secrecy rates. In
Fig. 7, the first optimization scheme denoted by O Q and
O P is the best scheme which is our proposed scheme in
four schemes. Via the comparison of the first optimization
scheme and the fourth optimization scheme which is no SUAV
J scheme denoted by O {qR} and O {Pn, PR} in Fig. 7,
it is proved again that the SUAV J can help to improve the
average secrecy rate of the cognitive secondary system. By
comparing the second optimization scheme denoted by O Q
and NO P with the third optimization scheme denoted by
NO Q and O P in Fig. 7, it is also proved again that the
trajectory optimization strategy can better improve the average
secrecy rate of the system than the power optimization strategy.
Via the comparison of the first optimization scheme and the
second optimization scheme, this shows that the increased
power optimization can improve the secrecy rate than no power
optimization under same trajectory optimization strategies.
For the comparison of the first optimization scheme and the
third optimization scheme, we can observe the advantage
of trajectory optimization strategy in improvement of the
secrecy rate. It can be observed that the increased trajectory
optimization of the SUAV J can slightly improve the secrecy
rate than the increased power optimization of the SUAV R and
SIoT n by comparing the second optimization scheme with the
fourth optimization scheme. For the third optimization scheme
based on no optimization trajectories of the SUAV R and the
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Fig. 8. Convergence of Algorithm 1 with different tolerant IT thresholds.

SUAV J , it is the worse scheme than the fourth optimization
scheme. This also reflects the importance and advantage of
trajectory optimization in improvement of the secrecy rate.

Fig. 8 shows convergence of Algorithm 1 based on four tol-
erant IT thresholds under the total time 180 s and π = 20. As
shown in Fig. 8, we can observe that four curves can quickly
rise to a convergence value. It indicates that Algorithm 1 can
rapidly converge. For instance, the average secrecy rate based
on the IT threshold ΓRJ = −68 dBm and ΓRJ = −53 dBm
converge to a constant value by five iterations and eleven
iterations, respectively. From Fig. 8, it is also observed that the
smaller the tolerant IT threshold is set, the faster Algorithm 1
converges. The fast convergence of Algorithm 1 also proves
the effectiveness of our proposed algorithm.

V. CONCLUSION

In this paper, we studied a physical layer security issue in
SUAVs-assisted cognitive relay system, where the SUAV R
delivered information from the SIoTs to the SU under the
spectrum sharing with the PUs. A friendly SUAV J is em-
ployed to confuse the SE to improve the security performance
of the cognitive secondary system. In order to maximize the
average worst-case secrecy rate, we jointly optimized robust
trajectories and power of the SUAV R and the SUAV J ,
subject to the power, trajectories, information causality and
IT threshold constraints. The original optimization problem
which was a non-convex problem was divided into three
sub-problems to attain locally optimal solution by using the
SCA technology and the alternating optimization method.
Simulations demonstrated that our proposed algorithm can
effectively improve the average worst-case secrecy rate of
the secondary UAV relay network in comparison with other
benchmark schemes.
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