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RPLIE: RPL for Indoor Environments under
Midterm Link Fluctuations

Hyung-Sin Kim, Jeongyeup Paek, and Saewoong Bahk

Abstract: Link dynamics due to environmental change is a criti-
cal challenge for wireless networking, and handling it is essential
for wireless protocols, especially for low-power and lossy multihop
wireless networks (LLNs). Prior work have only studied methods
to detect and cope with short-term and long-term link dynamics
in LLN. In this work, we tackle the midterm dynamics due to the
opening and closing of doors and windows that can happen in a
time scale of a few minutes to hours in an indoor LLN. Specifi-
cally, we study how midterm link fluctuations impact the perfor-
mance of standard IPv6 routing protocol for LLN (RPL), and de-
sign ‘RPLIE,’ a novel and backward-compatible lightweight en-
hancement to RPL that detects and overcomes the negative impact
of such dynamics. We define ‘opportunistic links’ and propose a
novel routing metric, expected breakage cost (EBC), which rep-
resents the expected number of link transmissions required from
a link breakage to a routing parent change. We implement RPLIE
on real embedded devices, and evaluate its performance against the
standard RPL via experiments on a 31-node testbed to show that
RPLIE achieves significantly better packet delivery performance
while using less overhead.

Index Terms: IEEE 802.15.4, IPv6, interference, Internet of things
(IoT) low-power lossy network (LLN), RPL, routing, wireless sen-
sor network (WSN)

I. INTRODUCTION

LOW-POWER and lossy wireless networks (LLNs) com-
prised of thousands of embedded wireless networking de-

vices can be used in a variety of emerging Internet of Things
(IoT) applications including smart grid automated metering in-
frastructures (AMIs) [1], [2], industrial monitoring [3], and
wireless sensor networks [4]. However, link dynamics due to
interference, fading, multipath, and environment change are crit-
ical challenges for wireless networking, and handling of it is es-
sential for wireless protocols, especially for multihop low-power
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wireless networks such as the IEEE 802.15.4 [5]–[7].
Prior work [8]–[12] have studied the impact of, and meth-

ods to detect, mitigate, and cope with link dynamics in IEEE
802.15.4 networks using various techniques. Several work have
also studied handling of external interference (e.g., WiFi, Blue-
tooth, Microwave oven) [13]–[19], and many routing and link-
layer protocols are designed to handle internal interference
(e.g., collisions) as well as link dynamics due to environmen-
tal changes [20]–[25] (Details of related work in Section VII).
However, none of these work addresses the midterm fluctuations
that we discuss in this work.

Link dynamics in a low-power wireless network can be cat-
egorized temporally: (1) Short-term fluctuations in the order of
sub- to several seconds occur often due to internal (e.g., col-
lisions) and external (e.g., WiFi) interference or human move-
ments within the environment, and are often handled through
link-layer ARQ mechanisms. (2) Long-term fluctuations are
usually due to changes in physical environment (node reloca-
tion, building structure, furniture, etc.), and most routing pro-
tocols adapt to them through proactive beaconing [20], [21] or
reactive search [26]. (3) Another type of link fluctuations that
have received relatively less attention so far are the midterm fluc-
tuations that are affected by the number of human occupants in
the environment and the opening and closing of doors or win-
dows that can happen in a time scale of a few minutes to hours.

These midterm fluctuations are not well handled by the short-
term techniques such as link layer retransmissions, nor by rout-
ing protocols that update the topology slowly to avoid incurring
huge control overhead. However, this midterm fluctuation prob-
lem has been neglected by the research community so far. In-
stead, researchers often conduct their experiments during night
times when there are less variability in link dynamics from hu-
mans and their WiFi activities to generate and provide consis-
tent, reproducible, and explainable data with as static physi-
cal environment as possible. We argue that, to gain better un-
derstanding of LLN performance, we must understand the dy-
namic characteristics of indoor LLN deployment when there are
midterm fluctuations due to human activities, including physical
environment change such as opening and closing of doors and
windows. In addition, it is imperative that a network protocol
built for indoor LLN must be capable of detecting and adapting
to these changes.

Thus our goal in this work is to detect and distinguish midterm
fluctuations from short-term ones in an indoor low-power wire-
less multihop networks, and adapt to them quickly by changing
routes when necessary. To the best of our knowledge, this is the
first work that tackles midterm fluctuations in the design of a
wireless routing protocol.

In this work, we focus on how midterm physical environment
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changes such as opening and closing of doors impact the perfor-
mance of a standard IPv6 routing protocol for LLN, and propose
a novel backward-compatible design to overcome the negative
impact of such dynamics. For this purpose, we first distinguish
wireless links as ‘good,’ ‘bad,’ and ‘opportunistic’ links. ‘Good’
links are those that can deliver packets reliably most of the time
without experiencing large fluctuations. Short-term fluctuations
may exist, but can be well coped with using link-layer retrans-
missions.1 ‘Bad’ links are those that cannot deliver packets reli-
ably most of the time, or are good for only small fraction of time
due to significant short-term fluctuations in link quality. ‘Op-
portunistic’ links are those that are good for significant portion
of time, but has non-negligible duration of times during which
links are bad. Since these links are good for large fraction of
times, they should be used for routing when beneficial. How-
ever, since they have non-negligible duration of times during
which they are bad, usually due to midterm link fluctuations,
they should be avoided during those times.

One may imagine that there is a fourth category of links that
are stably in between good and bad without fluctuations (e.g.,
stably 50%). However, our link measurement study (Section III)
shows that all links that are between good and bad are ‘oppor-
tunistic’ with certain level of fluctuations. Thus our goal is to
utilize these ‘opportunistic’ links as much as possible when ben-
eficial, while avoiding them as much as possible when harmful.

To achieve this goal, we propose a new routing metric, ex-
pected breakage cost (EBC), which represents the expected
number of link layer transmissions required from a link break-
age to a routing parent change. Conceptually, EBC will be small
if we can utilize the opportunistic link for a long time, and it
will be large if the opportunistic link breaks often and results
in parent changes. EBC has the same unit (in ‘transmissions-
per-packet’) as ETX [27], and can be used additively with ETX
in any routing protocol that uses ETX as the primary routing
metric.

We will demonstrate how we use this idea in RPL, the IETF
standard IPv6 routing protocol for LLNs [20], with objective
function OF0 [28] and ETX link metric. Specifically, we pro-
pose an enhanced version of RPL, called RPLIE, that combines
the concept of EBC and opportunistic links for routing metric
and parent selection. We evaluate RPLIE through experiments
on a 31-node multihop IEEE 802.15.4 testbed and show that
RPLIE provides improved packet delivery reliability compared
to the standard RPL while triggering less overhead.
The contributions of this work are threefold:
• We categorize link dynamics into short-term, midterm, and

long-term, and attempt to capture the characteristics of the
midterm dynamics in an indoor LLN using the concept of
‘opportunistic’ links. We do so by introducing a new routing
metric called EBC which presents the cost of link breakage
when the link is used in a path by a routing protocol.

• We design ‘RPLIE,’ a lightweight enhancement to RPL’s rout-
ing metric and parent selection mechanism, which mitigates
the effect of midterm fluctuation and provides improved rout-
ing paths.

1Recall that, long-term fluctuations will eventually be adapted to by the link
probing mechanisms of link/routing layer protocols, if any.

• We implement RPLIE on embedded devices and experimen-
tally evaluate its performance against the standard RPL on
a real 31-node testbed to show that RPLIE achieves signifi-
cantly better packet delivery performance than RPL while us-
ing less overhead.

The remainder of this paper is structured as follows. Sec-
tion II presents our experiences which motivated our work, and
Section III investigates link characteristics through a measure-
ment study. Section IV describes the problem of RPL in han-
dling midterm link dynamics, and Section V proposes the de-
sign of RPLIE to address the problem. Section VI evaluates
RPLIE using testbed experiments, Section VII discusses the re-
lated work, and Section VIII concludes the paper.

II. MOTIVATION

The motivation behind this work is from our own experiences
while working with a multihop routing protocol on indoor LLN
testbeds. For example, one of our testbeds is composed of 31
telosb motes [29] (30 sensor nodes and 1 root node), and is de-
ployed in an office environment on the 3rd floor of INMC build-
ing at Seoul National University. While running experiments,
we have often noticed significant changes and differences in
the routing topology constructed by the routing protocol, even
though we are running the experiments on the same testbed with
same transmission power (e.g., −15 dBm).

The differences were significant and noticeable, as seen in
Figs. 1(a) and 1(b) where the former is a 4-hop topology and
the latter is a 7-hop topology. After investigation, we found that
the door of the room where nodes 27, 28, 29, and 30 are placed
causes the topology difference between Figs. 1(a) and 1(b). The
former is the routing topology constructed when the door was
open, and the latter is when the door was closed. We found that
the links between node 8 and nodes 28, 29 across the center of
the building existed at one point in time, but vanished at other
times depending on the opening and closing of the doors.

We looked into how frequently the door is opened/closed
and why it happens. It turns out that the room is a staff lounge
which is occupied several times in a day, and its occupants open
the door to control the room temperature because the air con-
ditioner was not controllable from within the room (centralized
control). Therefore, once the door is opened, it remains open for
minutes to hours until it is closed, and this happens several times
a day resulting in repeated topology changes as shown in Fig. 1.
We were able to manually reproduce this phenomenon by open-
ing and closing the door during the night-times, verifying that
the door status does result in the observed topology changes.

Although this may not sound surprising after knowing the rea-
son, it was something that made us spend countless hours ana-
lyzing the cause of inconsistent experimental results. Then it
came to our mind; “can we characterize those links that appear
and disappear due to opening and closing of doors in an indoor
environment?” and “can the routing protocol detect, utilize, and
avoid these links appropriately?” These are the two questions
we ask in this work.
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(a) With doors open: 4-hop network.
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(b) With doors close: 7-hop network.

Fig. 1. Routing topology on a 31-node indoor testbed.
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Fig. 2. Average link packet-reception-ratio (PRR) result for 24 hours. white
bars are good links, grey bars are bad links, and pink are opportunistic links.

III. PRELIMINARY STUDY

Clearly, opening and closing of doors are at a much longer
time scale than what link-layer protocols are designed to cope
with, but at the same time can be at a shorter time scale than
how often major changes in the physical environment can occur.
Based on this intuition, we define three types of link fluctuation
as below:

• Short-term: Link fluctuations with sub-second or sub-minute
time scale. Several prior studies suggest that short-term fluc-
tuations are often due to Wi-Fi interference (characterized by
low PRR despite high RSSI) and human movements (charac-
terized by low PRR and low RSSI) [30], [31].

• Midterm: Link fluctuations that occur at a time scale of hours
(a few times per day). Midterm fluctuations are mainly due to
obstacle movements such as door/window opening and clos-
ing, and this can be characterized by sudden change of PRR /
RSSI / ETX that is not long-term.

• Long-term: Link fluctuations that rarely occur (e.g., once per
days or months), possibly due to changes in the environment.
Wireless links with long-term fluctuations are usually consid-
ered to be static.

A. LINK MEASUREMENT

To investigate the link characteristics, we conducted link mea-
surements using one transmitter (marked as the star in Fig. 1)
and 30 receivers to capture the fluctuation of packet reception
ratio (PRR) during a 24-hour period. The transmitter broadcasts
a packet with transmission power of 0 dBm every 50 ms, and the
receivers measure the per-minute PRR for 24 hours. The goal of
this experiment was to show the existence of midterm fluctua-
tion; long-term fluctuation is not expected to be captured due to
the experiment’s time period.

Fig. 2 depicts the PRR for each node averaged over the 24-
hour period. For each node, we also plot standard deviation of
per-minute PRR for 24 hours as a black error bar. It shows that
there are 8 good nodes (white bars) with PRR over 95% and 14
bad nodes (grey bars) with PRR below 15% while the remaining
nodes (pink bars) were in between. We call the links between
these pink nodes and the transmitter ‘opportunistic links.’ Then,
two questions can arise naturally:
• Existence of fluctuations: If an opportunistic link has overall

average PRR of 50%, can we say that this link has 50% chance
of packet delivery most of the time? or is it time-dependent?
(fluctuate over time?)

• Existence of ‘midterm’ fluctuations: If an opportunistic
link’s PRR fluctuates, how frequently does it fluctuate and at
what time scale?

Non-negligible error bars do exist in Fig. 2, which indicates that
the answer to the first question is straightforward: opportunistic
links’ PRR fluctuates over time. However, to answer the second
question, we need to look at the PRR in the time-domain.

We first look into good and bad links for comparison. Fig. 3
plot the per-minute PRR over 24-hour period for a subset of se-
lected good and bad links. First of all, the eight good links in
Fig. 3(a) (represented as the white bars in Fig. 2) were good al-
most always (although one node had some variation in the morn-
ing time). The ten bad links in Fig. 3(b), represented as the ten
grey bars in Fig. 2 that are too short to be seen, were always
bad. The results show that almost all of good and bad links do
not fluctuate over time, at least within a day. Although one good
link represented as the black line in Fig. 3(a) has marginally
fluctuating per-minute PRR in the morning time, the per-minute
PRR is still high enough. For these links, the long-term average
PRR can be used as their link qualities.

Furthermore, as shown in Fig. 3(c), there were five bad links
which were bad most of the time but had occasional spikes of
good PRR that is significantly different from the 24-hour aver-
age PRR performance (<15%). Since a high per-minute PRR
means that a link was good for a minute, these five links may
be classified as good links by a routing protocol temporarily de-
pending on how the protocol is designed. However, it is not a
wise choice for a routing protocol to utilize them due to lack
of stability. Thus, although the (long-term) average PRR cannot
represent their link characteristics of every single time period,
the average PRR is still good enough to be used for link classi-
fication.

On the other hand, Fig. 4 shows the per-minute PRR of seven
opportunistic links that had more interesting characteristics: The
“midterm fluctuations”. We have written the 24-hour average
PRR of each link in the legends for clear explanation. First of
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Fig. 3. Link measurement results for 24 hours: Per-minute PRR of 8 good and
15 bad links.

all, links 9 and 29 in Fig. 4(a) have fairly high average PRR,
higher than 80%. Both of them, however, have significantly dif-
ferent characteristics in the time domain. Link 9 is stably good
for the first 9 hours but starts to fluctuate for the rest of the day,
where its PRR sometimes becomes even below 20%. Link 29
is good almost all the time but suddenly becomes very bad for
about 90 minutes around noon, worse than link 9 and close to
0%. The results show that although the two links have fairly
high average PRR, they should not be used for non-negligible
amount of time (i.e., hour scale); their link qualities cannot be
represented by long-term average PRR only.

The four links in Figs. 4(b)–4(d) have average PRR of around
50%, but again fluctuate differently in the time domain. Links
10 and 28 in Fig. 4(b) are stably good for the first 7 hours and
significantly fluctuate for the rest of the day. Link 26 in Fig. 4(c)
is stably good for the first 16 hours and become totally disabled
for the rest of the day. Link 19 in Fig. 4(d) is bad for the first 8.5
hours, fluctuates for the next 9.5 hours, and become stable dur-
ing the night-time. Although their average PRRs are not good,
it turns out that the four links do become available for 5∼16

hours, good enough to be used as valid links. In addition, their
fluctuation patterns are significantly different from each other in
terms of when and how long they are available.

Lastly, link 30 in Fig. 4(e) has the lowest average PRR among
the opportunistic links, below 20%. The link does not exist
(∼0% PRR) most of the time, but becomes available for a con-
siderable amount of time in the afternoon where its PRR is
sometimes even higher than 80%.

The results in Fig. 4 confirm that all the 7 opportunistic links
have midterm fluctuations, making them good or bad for sev-
eral hours continuously. These midterm fluctuations are clearly
distinguished from short-term fluctuations that some good (link
6) and bad links (links 13, 15, 23, 24, and 27) have. Even with
short-term fluctuations, the good links are still good and the bad
links are still bad since they have marginal and temporary im-
pact. In contrast, with midterm fluctuations, a link that used to
be good can suddenly become bad for hours.

B. Perspective of Routing Protocol Design

Based on the link measurement study in Section III.A, our
goal in this paper is to improve the packet delivery performance
of the network by distinguishing links based on their fluctuation
characteristics.

Good links are stable with a small amount of short-term fluc-
tuation. For these links, current ETX-based link quality metric
is suitable, and link layer retransmission is enough to overcome
short-term fluctuation. Bad links should not be used for rout-
ing, even if a node luckily received a reachability beacon from a
neighbor due to short-term fluctuations (e.g., the case of the five
links in Fig. 3(c)). Although the ETX-based metric eventually
characterizes these links since ETX increases after continuous
transmission failures, it can temporarily be good and cause con-
fusion to a routing protocol. Therefore additional metrics, such
as RSSI, needs to be used for a routing protocol to effectively
characterize these links as ‘bad’ even when receiving their bea-
cons.

On the other hand, opportunistic links are not stable, but good
(or bad) opportunistically, and long-term PRR cannot represent
the opportunistic nature of the link. For example, a link with
long-term PRR of 50% can provide >90% PRR for several
hours and <20% PRR for other several hours. In this case, ETX
is not a suitable (or sufficient) link metric since it cannot rep-
resent how frequently a link is broken. Furthermore, for oppor-
tunistic links, link layer retransmission is not enough for reliable
packet delivery because these links can be broken for a consid-
erable amount of time. Thus, we need a new metric to detect
and evaluate these opportunistic links and utilize them appropri-
ately, which leads to our design of the new expected breakage
cost (EBC) metric that we propose in Section V.

IV. PROBLEM

In Section II, we have shown that two clearly distinct rout-
ing topologies, a 4-hop and a 7-hop topology, can be formed
depending on the opening and closing of doors (Figs. 1(a)
and 1(b)). These were the outcome of RPL, the IETF Inter-
net standard IPv6 routing protocol for low-power and lossy net-
works [20], with the default OF0 [28] objective function. In
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Fig. 4. Link measurement results for 24 hours: Per-minute PRR of 7 opportunistic links with mideterm fluctuations.

this section, we elaborate what problems may occur when using
LLN routing protocols such as RPL faced with opportunistic
links due to midterm dynamics.

A. RPL: IPv6 Routing Protocol for LLNs

RPL is designed for resource constrained embedded devices
to support upcoming smart grids and many other LLN applica-
tions [20], [32]. It is a distance vector type routing protocol that
builds directed acyclic graphs (DAGs) based on routing met-
rics and constraints. In most deployment scenarios, RPL con-
structs quasi-forest routing topology called destination-oriented
directed acyclic graph (DODAG) rooted at an LLN border router
(LBR), and supports bi-directional IPv6 communication be-
tween network devices. Each node in RPL advertises rout-
ing metrics and constraints through DODAG information ob-
ject (DIO) messages, and builds a DAG according to its objec-
tive function (OF, rules governing how to build a DAG) and the
information in DIO messages. Upon receiving DIO messages
from its neighbors, a node chooses a routing parent (default
path) according to its OF and local policy, and then constructs a
routing topology (i.e., DODAG).

Although there have been several prior works that propose
enhancements to RPL, the basic default version of RPL with
OF0 uses hop-count and ETX for selecting parent nodes and
constructing routing paths towards the root node. Specifically,
OF0 calculates node k’s rank from hop count, as

RANK(k) = RANK(p) + 1, (1)

where node p is node k’s parent node. The routing cost of node
k toward node p is defined as

Cost(k, p) = RANK(p) + ETX(k, p). (2)

Thus in RPL, a node includes a neighbor in its parent candidate
set if it receives a DIO message from the neighbor (i.e., packet
reception-based link validity check), and all types of neighbors
(with good, opportunistic, and bad links) are evaluated using the

same routing metric (RANK + ETX) without any classification
according to their link fluctuation characteristics. When an op-
portunistic or bad neighbor has much lower rank (i.e. hop count)
than good neighbors, RPL will select such a node as the parent
and suffer from unreliability, unstable topology, and high rout-
ing overhead.

Since low RSSI is one of the main reasons for bad links [33],
‘RSSI filtering’ is a simple and well-known technique in LLN to
remove most of the bad links: insert a node into the parent can-
didate set only when receiving a DIO message from that node
with an RSSI higher than a threshold. However, this may not be
sufficient to properly deal with opportunistic neighbors, which
we will investigate further in the next subsection.

B. RPL in the Presence of Opportunistic Links

We experimentally investigate how RPL handles various
types of links to build its topology. To this end, Fig. 5 plots
various performance metrics of RPL2 with and without RSSI
filtering when using the same configuration as Fig. 1 (i.e., 1 root
and 30 nodes, all with transmission power of −15 dBm). Each
node generates an upward packet every 1 minute and the LBR
generates a downward packet for each node every 1 minute (i.e.,
30 downward packets per minute). We set the RSSI filtering
threshold value to −90 dBm.

Fig. 5 shows that without RSSI filtering, RPL suffers from
low PRR, topology churns, and high duty-cycle throughout the
day. This indicates that packet reception-based link validity
check can be vulnerable even when wireless links are stable (i.e.,
night-time). This is mainly because RPL misunderstands a bad
link as good when it receives control packets from the bad link
fortunately due to short-term fluctuations. RPL with hop count
and ETX only is vulnerable to fluctuating bad links, such as the
ones in Fig. 3(c).

2For our experiments, we used TinyRPL (RPL implementation on
TinyOS) [34] and BoX-MAC-2 (the default MAC of TinyOS) [35] for the un-
derlying link layer protocol.
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(b) Downlink PRR
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Fig. 5. Performance of default RPL, with and without RSSI filtering.

Fig. 6. Problem scenario that RPLIE tries to tackle.

With RSSI filtering, PRR becomes almost perfect and rout-
ing topology becomes stable during the night-time, which show
that signal strength information does help in removing bad links
with short-term fluctuations from routes [36]. However during
the day-time, it is still insufficient; the network still suffers bad
performance due to lack of a mechanism to deal with oppor-
tunistic links having midterm fluctuation.

Overall, evaluating link and path quality using RSSI, ETX
and hop-count is a simple but insufficient approach in indoor
environments. The problem of ETX and RSSI is that they repre-
sent only current link quality; these metrics do not provide any
information on how frequently a link becomes bad (or good).

Fig. 6 illustrates the problem scenario in the standard RPL
when an opportunistic link exists. If link (b, d) fluctuates but
node b has lower RANK than node c, node d suffers routing
instability even though it has a stable neighbor c. Specifically,
when node d receives a DIO from node b while having node c
as the parent, it changes the parent to node b due to its lower
RANK. When node b is disconnected, node d experiences sig-
nificant amount of packet losses and finally changes its parent
to node c. When link (b, d) becomes available again, however,
node d selects node b as the parent again. This is the problem
that RPLIE tries to tackle.

V. RPLIE WITH EBC-BASED ROUTING METRIC

Identifying an opportunistic link and estimating how long it
will be available is a challenging task. A good news in the case
of indoor LLN, however, is that nodes are usually deployed

Fig. 7. Link state management finite state machine (FSM) of RPLIE.

at fixed locations and human activities during a day are usu-
ally similar in an indoor environment. To this end, we design
RPLIE, a simple but effective enhancement to RPL that im-
proves both the reliability and efficiency by learning the long-
term and indoor-specific link characteristics and use this infor-
mation for classifying link types. RPLIE is differentiated from
RPL as follows:

• RPLIE classifies neighbor’s link quality into three types;
good, opportunistic and bad.

• RPLIE uses not only ETX and RSSI, but also the stability of
those (represented in a new metric EBC (expected breakage
cost)) to evaluate link quality of neighbor nodes.

• RPLIE has two types of parent nodes; good and opportunistic
parents; that can be used for routing.

• RPLIE provides opportunistic upward routing and conserva-
tive (good) downward routing.

A. Link State / Parent Table Management

Fig. 7 illustrates RPLIE’s link state management finite state
machine (FSM) for parent candidates in its parent table. RPLIE
manages three link states as follows:

• New entry (Good): When a RPLIE node receives a DIO from
a new neighbor after RSSI filtering, it adds the neighbor to the
parent table and initializes its link state as ‘good’ and ETX
as 1 (the best value) since it has no prior knowledge of the
neighbor’s link quality.

• Good/opportunistic to bad: When a ‘good’ or ‘opportunis-
tic’ neighbor’s ETX becomes bad (i.e., higher than a thresh-
old), RPLIE changes the neighbor’s link state to ‘bad.’

• Bad to opportunistic: When a RPLIE node receives a DIO
from a ‘bad’ neighbor with high RSSI, it changes the neigh-
bor’s link state to ‘opportunistic.’

• Opportunistic to good: Given that an ‘opportunistic’ neigh-
bor’s ETX can fluctuate, RPLIE changes the neighbor’s link
state to ‘good’ only when its ETX remains good for a long
time T (1 day in our experiments).

With this link state management policy, ‘good’ neighbors’
link quality should be stably good. ‘Opportunistic’ neighbors’
link quality might be good now but it was bad at least once be-
fore, which should be considered carefully for packet forward-
ing. ‘Bad’ neighbors’ link quality is bad now, which should not
be used for packet forwarding. Therefore, RPLIE considers only
‘good’ and ‘opportunistic’ neighbors as valid parent candidates.
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B. Expected Breakage Cost (EBC)

The next question is how to evaluate midterm fluctuation of an
‘opportunistic’ parent. Even if two ‘opportunistic’ parents cur-
rently have same hop-count and ETX, one should have higher
link cost than the other if it is disconnected (i.e., bad) more fre-
quently. To incorporate this into the design, RPLIE adds a new
metric called expected breakage cost (EBC) to RPL’s routing
cost as:

Cost(k, p) = RANK(p) + ETX(k, p) + EBC(k, p). (3)

Here Cost(k, p), ETX(k, p), and EBC(k, p) are the routing
cost, ETX, and EBC from node k to its parent candidate p, re-
spectively.

Given that Cost(k, p)’s unit is in number of transmissions,
EBC(k, p) should have the same unit for its smooth integration.
Specifically, we define EBC(k, p) as

EBC(k, p) =
BC

MT (k, p)× TL(k)
, (4)

where BC, MT (k, p) and TL(k) are defined as below:
• BC (Breakage cost) is the number of link layer transmis-

sions from a link breakage to a parent change. When a node
is disconnected from its parent, it transmits upward packets
to the disconnected parent until the parent link state becomes
‘bad’ (EWMA filter increases ETX above the ETX thresh-
old). This wasted number of transmissions is BC, which is
a constant value determined by maximum number of retrans-
missions and the ETX threshold. EBC(k, p) is proportional
to BC.

• MT (k, p) (Maintenance time) is the time duration (minutes)
from when node k selects node p as its preferred parent to
when node k changes its preferred parent to another node be-
cause link (k, p) is broken; although node k selects another
parent better than node p, MT (k, p) is not updated if the link
(k, p) is still valid. MT (k, p) is initialized to maximum value
(1 day in our experiments) and updated using an EWMA fil-
ter. A larger MT (k, p) value means that link (k, p) is more
robust, resulting in a smaller EBC(k, p).

• TL(k) (Traffic load) is the number of packet transmissions
at node k’s network (i.e. IP) layer per minute, including its
packet relaying. We use an EWMA filter to update TL(k). A
larger TL(k) value means that node k can send more pack-
ets to node p while its link is valid, which leads to lower
EBC(k, p).

Overall, EBC(k, p) represents the ratio of wasted transmissions
because of a link breakage to valid transmissions before the link
breakage.

C. Differentiated Routing for Uplink and Downlink

Unlike RPL which sets the downward routes as the reverse
of upward routes, RPLIE differentiates upward and downward
routing. This is done without changing the basic operations of
RPL (e.g., DIO/DAO exchange) for backward compatibility.
The key reason behind this design choice is because in RPL,
a bad link in a downward route is detoured (if possible) much
slower than that of an upward route [37]. Therefore we aim to

construct downward routes in a conservative manner while tak-
ing chances for shorter upward routes in an opportunistic man-
ner. That is, RPLIE uses not only ‘good’ but also ‘opportunis-
tic’ links (under certain conditions explained below) for upward
routing, and a downward route consists only of ‘good’ links.

Specifically, a RPLIE node selects two parents, a ‘good’ par-
ent from ‘good’ parent candidates and an ‘opportunistic’ parent
from ‘opportunistic’ candidates. Then it sends DAO only to the
‘good’ parent for (conservative) downward routing, but sends
upward data packets to either of the two parents which has a
smaller routing cost including EBC. Given that a good parent’s
EBC is almost zero, an opportunistic parent having a smaller
routing cost than the good parent even with its EBC penalty is
assumed to be valuable enough to replace the good parent.

After establishing its bidirectional route, a RPLIE node cal-
culates its RANK based on the ‘good’ parent’s RANK even
if/when the node uses the ‘opportunistic’ parent for upward
route:

RANK(k) = RANK(pgood) + 1 in case of OF0. (5)

This is because the RANK may change frequently if it is based
on the ‘opportunistic’ parent, which destabilizes the RPLIE
node’s subtree.

VI. EVALUATION

We evaluate the performance of RPLIE and compare it against
that of RPL. We perform our experiments in the same environ-
ment as before, the same indoor testbed as shown in Fig. 1 com-
prising 31 Telosb motes with transmission power of −15 dBm.
Each node generates an upward packet every 1 minute, and the
LBR generates a downward packet for each node every 1 minute
(i.e., 30 downward packets per minute), totalling 60 packets per
minutes (1 pkt/sec). Since our link measurement study in Sec-
tion III shows that good and bad links are stable during a day, we
set T to 1440 minutes for RPLIE. Then we plot results for var-
ious performance metrics over time for 24 hours to observe the
impact of human activities. As shown in Fig. 3, there are mainly
good and bad links during the night-time, but all the three link
types including opportunistic link appear during the day-time.

Fig. 8 plots various performance metrics of RPL and RPLIE
from our experiment. Figs. 8(a)–8(d) plot the average bi-
directional PRR of RPL and RPLIE for all the 30 nodes, as
well as the average for only nodes 26 to 30. Given that the
selected parents of nodes 26-30 are significantly affected by op-
portunistic links as shown in Fig. 1, we plot these nodes’ per-
formance separately to clearly show the effectiveness of RPLIE.
Figs. 8(a) and 8(c) show that both RPL and RPLIE provide reli-
able packet delivery during the night-time; handling only good
and bad links are relatively easy for both protocols. During the
day-time, however, PRR performance of both protocols fluctu-
ate, where RPLIE outperforms RPL almost all the time.

Figs. 8(b) and 8(d) show that nodes 26-30 are affected by
channel fluctuation during the day-time much more severely
than the other twenty five nodes. Downlink PRR is degraded
more than uplink PRR, verifying that RPL’s downward route is
more fragile to link fluctuation than its upward route. RPLIE al-
most always outperforms RPL, which verifies the effectiveness
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Fig. 8. Performance of RPL and RPLIE for a day (first run).

of distinguishing opportunistic link from good and bad links via
EBC and handling them differently and appropriately.

To make sure that these results are not an outcome of just one
lucky run, we ran the experiments several times and observed
consistent results. For example, Fig. 9 is the performance re-
sults from another run of the experiments, similar to Fig. 8. An
interesting observation is that in this second set of results, RPL
does not provide reliable packet delivery after noon, even in the
evening. This phenomenon can happen since some opportunis-
tic links fluctuate in the evening, as already shown in Fig. 4(b).
This shows that RPLIE’s performance gain is not strictly for the
day-time but also for the night-time.

To investigate more deeply, Figs. 10(a) and 10(b) plot hop
distance of RPL and RPLIE, respectively. The two figures show
that RPL decreases hop distance of nodes 26-30 at noon and
maintain the low hop distance even in the evening. This is be-
cause RPL tries to use opportunistic links whenever it becomes
available for a short time. This aggressive utilization of the un-
reliable opportunistic links degrade performance. As shown in
Fig. 9(e), RPL frequently triggers parent changes in the evening,
showing its effort to find stable parents. Without a proper
method that characterizes opportunistic links, however, the ef-
fort causes nothing but topology churn. In contrast, RPLIE rec-
ognizes and de-prioritizes these unreliable opportunistic links
via high EBC values. Lowering priority of the unreliable op-
portunistic links increases hop distance of nodes 26-30 by two,
which is a reasonable compromise for reliable packet delivery.
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Fig. 9. Performance of RPL and RPLIE for a day (second run).
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Fig. 10. Average hop distance of RPL and RPLIE for a day (second run).

Figs. 10(a) and 10(b) show another important characteristic
of RPLIE, opportunistic upward routing and conservative down-
ward routing. In contrast to RPL, RPLIE provides different hop
distance for upward and downward routes. The figures show that
the former becomes smaller than the latter occasionally, con-
firming RPLIE’s behavior that tries to utilize opportunistic links
for upward routing as much as possible. RPLIE’s opportunistic
upward routing is not too aggressive like RPL, but utilizes op-
portunistic links only if they are stable enough, which does not
cause performance degradation.

Fig. 8(e) plots parent change frequency of all 30 nodes. It
shows that neither RPL nor RPLIE incur any parent change dur-
ing the night-time since every parent-child link is stably good.
During the day-time, however, both trigger parent changes
where RPL changes parents more frequently than RPLIE. This
is because a RPL node can select a neighbor link that temporar-
ily has good quality as its parent, which causes it to change its
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Table 1. Performance summary.

Metric First run Second run
RPL RPLIE RPL RPLIE

Uplink PRR [%] 98.29 99.07 98.34 99.24
Downlink PRR [%] 98.30 99.33 99.12 99.47

Parent change frequency 1.16 0.54 1.47 0.53
Duty cycle [%] 5.88 5.52 5.69 5.99

parent later again. In contrast, RPLIE considers not only link
quality but also link stability, providing more reliable parent
selection during the day-time. Fig. 8(f) plots radio duty-cycle
of each node, which shows that RPLIE consumes lower energy
than RPL, specifically during the day-time. This is thanks to
its reliable routing strategy which reduces routing control over-
head.

Figs. 9(e) and 9(f) tell a similar story. In this case, op-
portunistic links start to fluctuate at different times, 9 AM for
RPLIE but 12 PM for RPL. Thus, RPLIE starts to change parents
(Fig. 9(e)), increase hop distance (all-node cases in Figs. 10(a)
and 10(b)), and also increase duty cycle (Fig. 9(f)) from 9 AM.
This explains why RPLIE has higher duty cycle than RPL in the
morning time for this experiment, not because it is inefficient but
because it starts to handle opportunistic links earlier than RPL.

Table 1 summarizes average performance of the two sets of
experiments. Compared to RPL, RPLIE provides better packet
delivery, routing stability, and energy efficiency. Slightly higher
duty cycle in the second run is because opportunistic links start
to fluctuate earlier in the RPLIE experiment than in the RPL ex-
periment, which is reasonable operation as explained previously.
Overall, the results prove that it is worthwhile to classify oppor-
tunistic links, measure their stability using the EBC metric, and
utilize them differently from good or bad links.

Discussion: RPLIE transitions an opportunistic link state to
‘good’ only when its ETX remains good for a configurable time
T . The value of parameter T determines the stability and agility
of RPLIE, and T should be configured sufficiently long enough
to include most midterm fluctuation periods, but at the same
time short enough to effectively take advantage of the oppor-
tunistic links. For example, if T is 10 hours, RPLIE will change
every opportunistic link to good links during the night-time,
which will cause more link breakages next day-time. If T is too
long (e.g., days or weeks), it will exclude too many options for
downward paths since an unfortunate link breakage will exclude
the links for days or weeks. Since what we define as ‘midterm
dynamics’ is mostly due to daily human behavior, 1 day used in
our experiments seems to be a reasonable choice. However, it
can be configured based on the target scenario and application
requirements.

VII. RELATED WORK

There have been a few pieces of work that evaluated RPL un-
der link dynamics. Han et al. experimentally evaluated RPL’s
performance under WiFi interference [13], and showed that RPL
experiences not only severe packet losses but also a large num-
ber of redundant parent changes in the presence of wireless in-
terference. Mohammad et al. conducted a measurement study
at various areas such as shopping malls, parking lots, residen-

tial complex, and cafeteria to confirm the existence of wireless
interference at those area [38]. To mitigate interference, the au-
thors designed Oppcast that combines opportunistic routing with
a simple frequency hopping mechanism and a receiver-initiated
MAC protocol, and showed that Oppcast outperforms both RPL
and ORPL in various real-world fields. Lee et al. proposed
to use BLE (instead of IEEE 802.15.4, suggested by 6LoW-
PAN [39]) under RPL to avoid interference because BLE has an
adaptive frequency hopping mechanism [40]. Through testbed
experiments, they showed that RPL over BLE provides more re-
liable packet delivery than RPL over IEEE 802.15.4 under wire-
less interference.

In general, mitigation of multipath fading and wireless inter-
ference at the 2.4 GHz ISM band is a popular research area
in LLNs since many practical application environments have
significant external interference due to overlapping frequency
band. However, most previous work focused on improving PHY
and MAC layers for interference classification [11], [16], fre-
quency hopping [41], [42], multi-antenna diversity [12], [43],
adaptive duty-cycling [17], [44], and error recovery [14], [15],
[45], [46] without considering routing layer’s behavior nor sug-
gesting any improvement to the routing protocol. These link
quality enhancement techniques are either insufficient or orthog-
onal to our work since, for example, they cannot undo a metal
door closing. We argue that the best way is not to try to recover
an opportunistic link when it is broken (which may not be pos-
sible), but characterize the link properly for the routing protocol
to make the right decision.

There are also numerous prior work on improving the per-
formance of RPL under various scenarios (e.g., load balanc-
ing [24], TX power control [25], P2P [47], dissemination and
collection [48]), but none of them have handled the midterm link
fluctuations. To the best of our knowledge, there has been no
work that discusses the impact of midterm link quality fluctua-
tions in indoor environments, nor has anyone proposed solutions
to the problem.

VIII. CONCLUSION

We have tackled an indoor-specific midterm wireless link
fluctuation problem in LLNs. We were motivated by the fact
that human activities such as opening and closing of doors gen-
erate non-negligible amount of opportunistic links with dynam-
ics in the order of few minutes to hours, and without an ap-
propriate mechanism to handle these links, RPL misidentifies
each as either good or bad, resulting in routing topology churn.
To resolve the problem, we proposed a new link cost metric
EBC which measures the stability of an opportunistic link,
and designed RPLIE that incorporates EBC into the routing
cost metric and selects parent nodes for opportunistic upward
and conservative downward routing. Through indoor testbed
experiments on 31 nodes, we evaluated RPLIE and compared
its performance against the standard RPL to show that RPLIE
improves performance under human activities by carefully han-
dling opportunistic link.
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