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Stabilized Adaptive Sampling Control for Reliable
Real-Time Learning-based Surveillance Systems
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Abstract: In modern security systems such as CCTV-based surveil-
lance applications, real-time deep-learning based computer vision
algorithms are actively utilized for always-on automated execu-
tion. The real-time computer vision system for surveillance appli-
cations is highly computation-intensive and exhausts computation
resources when it performed on the device with a limited amount
of resources. Based on the nature of Internet-of-Things networks,
the device is connected to main computing platforms with offload-
ing techniques. In addition, the real-time computer vision system
such as the CCTV system with image recognition functionality per-
forms better when arrival images are sampled at a higher rate be-
cause it minimizes missing video frame feeds. However, perform-
ing it at overwhelmingly high rates exposes the system to the risk
of a queue overflow that hampers the reliability of the system. In
order to deal with this issue, this paper proposes a novel queue-
aware dynamic sampling rate adaptation algorithm that optimizes
the sampling rates to maximize the computer vision performance
(i.e., recognition ratio) while avoiding queue overflow under the
concept of Lyapunov optimization framework. Through extensive
system simulations, the proposed approaches are shown to provide
remarkable gains.

Index Terms: Lyapunov optimization, real-time computer vision
system, reliable system, sampling rate optimization, surveillance
applications

I. INTRODUCTION

WE are witnessing today the rapid adoption of deep-
learning based computer vision technologies into our

daily lives. One of the major applications of the technologies is
real-time surveillance systems can be implemented as the mix-
ture of various techniques such as object detection, face recog-
nition, and face identification [1]–[5], in order to monitor tar-
get areas and detect intruders. The increased demand of the
technologies in surveillance systems has widened the variety of
host devices on which the systems are deployed. These systems
incorporate not just the surveillance cameras that provide real-
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time video feeds into the system via the concept of offloading;
but also power-hungry smartphones and even Internet-of-Things
(IoT) devices, both of which often have limitations in terms of
available computation resources [6].

One of major challenges in order to build a reliable, real-time
surveillance system in practice is that the required amount of
computation resources to process the surveillance video feeds
may be much larger than the amount of available resources in
the system. The real-time surveillance system in our context
consists of (1) a set of image acquirer components, each of
which samples images from a real-time video feed (i.e., a stream
of images) and (2) a set of image classifier components, each
of which detects and identifies human faces from the acquired
surveillance images by applying computer vision technologies.
A conventional design of the system embeds an image buffer
(or queue) to temporarily store the images from the acquirers
until they are processed by the built-in classifiers. In this case, if
the rate of acquirers’ image insertion into the queue (i.e., arrival
rate) is larger than the rate of classifiers’ image process from the
queue (i.e., departure rate), the queue be in overflow situations
and thus cause unexpected system malfunctions and unstability.
Therefore, it is essential to find an “optimal sweet spot" of the
image sampling rate for building a reliable face identification-
based automated surveillance system. The system may only
identify faces that appear on the CCTV-recorded sampled im-
ages that the acquirers generate.

The optimal image sampling rates at the surveillance system
can be dynamically computed depending on queue-backlog (i.e.,
delay situations) in order to achieve the maximum face identifi-
cation performance while preserving system stability. The dy-
namic optimal image sampling rate control depends on the fol-
lowing two factors. The first factor is the variance in the volume
of images to process. For example, the acquirers (e.g., cam-
eras) can be configured to be activated and begin video recording
only when a motion sensor detects a moving object. The sec-
ond factor is the variance in the image processing speed. One
of popular deep-learning based face recognition libraries such
as OpenFace [7], [8] often requires longer processing times
when there is a higher number of faces in an image [9]. In both
cases, the necessary amount of computation resources for face
detection fluctuate as objects appear and disappear. A real-time
surveillance system needs to be able to adjust the sampling rate
on-the-fly to achieve the maximum performance and system sta-
bility at the same time.

In modern surveillance systems with computer vision func-
tionalities, several research results have been actively proposed
for various applications [10]–[15]. In the previous research,
efficient algorithms for vision-based surveillance platforms are
proposed, however the algorithms are focusing on computer vi-
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Fig. 1. Improved pipeline of the real-time computer vision system with the
additional procedure that computes optimal sampling rates and adjusts the
values.

sion based real-world implementation whereas the proposed al-
gorithm in this paper is focusing on system-specific algorithm
design and theoretical analysis.

In this paper, we propose a dynamic sampling rate optimiza-
tion algorithm for real-time surveillance systems that automati-
cally adapts the image sampling rate to the computation resource
availability via Lyapunov optimization. A real-time surveillance
system that implements our algorithm dynamically computes
the optimal sampling rate during run-time and controls the sam-
pling rate in a way that maximizes the face identification per-
formance of the system while no overflow occurs at the image
queue and the system remains reliable.

This proposed sampling control algorithm for stabilized face
identification is definitely worthy to consider in many surveil-
lance applications. In particular, this can be helpful for CCTV-
based automated surveillance systems especially in large-scale
department stores. In large-scale department stores, many peo-
ple walk around. Thus, detecting target people in real-time with-
out automated systems is not possible. Thus, the proposed algo-
rithm is obviously useful in large-scale department store surveil-
lance applications.

The main contributions of this work can be summarized as
follows.
• First of all, this is the first attempt to utilize queue-based

sampling rate control mechanisms for face identification au-
tomated surveillance systems, to the best of our knowledge.
This is essentially required for practical solutions because
the arrivals by CCTV-cameras and the departures by face-
identification functionalities can be with unexpected random
events in real-world situations.

• This paper adds novel contributions on top of our earlier re-
search contributions. We previously presented an algorithm
that dynamically selects learning architectures for surveil-
lance systems [16]. While theoretically sound, we found that
the proposed algorithm would need a revision to be imple-
mented in a real-world application. Furthermore, the earlier
work is selecting learning architectures in order to control
the departure process. In this case, various learning archi-
tectures should be implemented in a single platform which
is burden in terms of training and management. In our pro-
posed work in this paper, it controls arrival process instead
of departure process. Thus, only a single learning architec-
ture exists which is obviously easier to implement in real-
world applications.

• Then, we propose an initial version of the dynamic sam-
pling rate adaptation [17], [18]. In this paper, we add

more systems-specific mechanisms including max-queue
setting and overflow handling. Furthermore, more de-
tailed evaluation-based performance evaluation results are
included with more detailed descriptions in terms of overall
system architectures.

The remainder of this paper is organized as follows: In Sec-
tion II, we introduce the theory and the applications of the Lya-
punov optimization. We also describe in detail about the pro-
posed surveillance system. We evaluate the performance of the
proposed algorithm in Section III, and we present the limitations
of the proposed algorithm and corresponding discussions in Sec-
tion IV. Lastly, Section V concludes this paper and presents
future research directions.

II. STOCHASTIC FRAME RATE ADAPTATION

In this section, basic algorithm design rationale is explained
in Section II.A and the fundamental theory behind this system,
i.e., Lyapunov optimization framework, is briefly introduced in
Section II.B. In Section II.C, the proposed sampling rate adap-
tion algorithm is presented, and then the practical modification
is further discussed in Section II.D.

A. Algorithm Design Rationale

To adapt sampling rate dynamically, an algorithm for com-
puting optimal sampling rates at each processing is desired. For
this purpose, Fig. 1 shows the improved pipeline of the real-time
computer vision system for CCTV-capable surveillance applica-
tions with the additional procedure in terms of optimal sampling
rate computation.

The ideal method is to predict the image processing rate p
accurately and set the sampling rate according to this. How-
ever, as mentioned earlier, no matter how used algorithms are
sophisticated, it is generally not possible to predict the exact
processing time, and thus the queue can be unstable due to un-
expected slight measurement errors. Even if it can be predicted
without errors, there still exist some problems to take account
the time for reflecting the calculated results to the acquired im-
ages. Therefore, it is necessary to consider the prediction of the
processing rate p as well as the recovery of the increased queue
because the queue backlog can be longer in any cases. To do
this, we can consider the other approach for setting the sampling
rate to be smaller than the predicted processing rates according
to the queue length such as x(t) = bp · (1− (|Q(t)|)/(Qmax))c
when x(t), p, |Q(t)|, and Qmax are calculated sampling rate at
time t, processing rate at time t, current queue backlog at time
t, and maximum queue size (i.e., queue capacity), respectively.
It can reasonably work well in terms of queue stability when p
is higher than real. However, there may exist certain amounts of
wastes due to the fact that the sampling rate x(t) can not be over
than p if predicted p is lower than measured real values.

As discussed, the approach of setting the sampling rate
around the predicted processing rate has potential problems
when processing time can not be accurately predicted. There-
fore, it is necessary to take a new approach that uses (i) the
processing time as side information as well as (ii) the queue-
backlog as an additional consideration factor to recover sys-
tem stability (i.e., queue stability). To achieve this goal, Lya-
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punov optimization framework is considered in this paper which
is an optimization technique that maximizes the time-average
objective function subject to queue stability. Note that the Lya-
punov optimization based algorithm design theoretically guar-
antees the time-average optimality under stabilization condi-
tions [19]. In this CCTV-enabled surveillance application, the
objective function is the security levels which is a monotonously
function depending on the given sampling rate. Note that higher
sampling rates achieve faster image frame generation and thus
there has little chance to loose information (i.e., fast moving face
detection).

In summary, a dynamic sampling rate optimization algo-
rithm is proposed in this paper based on Lyapunov optimization
framework, which designs a system that is able to compute time-
average security level maximization (which can be achieved by
taking time-average optimal sampling rates) subject to system
stability which will be applied on next sampling by itself.

B. Lyapunov Optimization Framework

The theory of stochastic optimization [19] aims at optimizing
a time-average utility subject to queue stability when the objec-
tive function and the queue stability constraints are in a trade-off
relationship. As clearly discussed in [19], our considering Lya-
punov control theory based stochastic optimization guarantees
time-average utility optimality subject to queue stability with
constant gap approximation. More details about the theory are
in [19], [21].

The stochastic optimization models the queue stability using
the Lyapunov drift [19]. In each unit time t, the stochastic model
takes actions that minimizes the Lyapunov drift (i.e., minimiza-
tion of system drifts) while pursuing the maximization of time-
average objective function with the gap of O(1/V ) under queue
stability with the bound of O(V ) where V is defined as a trade-
off between utility (i.e., objective function) and stability (queue
stability).

Our mathematical program for time-average utility maxi-
mization subject to queue stability can be modeled as follows:

max : lim
t→∞

t−1∑
τ=0

U(x(τ), τ) (1)

subject to

lim
t→∞

1

t

t−1∑
τ=0

Q(τ) ≤ ∞, (2)

where U(x(τ), τ) is utility with decision x(τ) and time τ , and
Q(τ) is queue-backlog size at τ .

According to the theories in [19], the general form of the
time-average stochastic optimization subject to queue stability
can be expressed as follows:

x∗ ← arg max
x(t)∈X

{V · U(x(t), t)

−Q(t) · (In(x(t), t)−Out(x(t), t))} , (3)

where X is a decision set, In(x(t), t) is queue arrival procedure
with decision x(t) and time t, Out(x(t), t) is queue departure
process with decision x(t) and time t, V is a trade-off factor,

and x∗ is optimal decision, respectively. More details about this
theory are discussed in [19]; and the various applications that
implement the theory are in [20]–[28].

C. Dynamic Sampling Rate Adaptation via Lyapunov Optimiza-
tion Framework

Our goal is to design a control algorithm that yields a time-
average optimal sampling rate that maximizes surveillance per-
formance while ensuring queue stability.

Since the hit-rate which means the ratio of frames processed
per time is our surveillance performance consideration, in this
case, the objective function of this equation is h(x(t)) which
stands for the hit rate function of sampling rate during time t,
i.e., x(t). In addition, the hit-rate function can be expressed as
h(x(t)) = c · x(t) due to the fact that the hit rate is simply
proportional to the sampling rate; and note that the c (i.e., a
scaling constant) can be merged with objective function weight
V (i.e., trade-off coefficient which is a constant). Eventually,
V · U(x(t), t) equals to

V · U(x(t), t) = V · h(x(t)) = V · c · x(t) = V ′ · x(t), (4)

where V ′ = V · c.
In the expression In(x(t), t) − Out(x(t), t) which represents

the change in the length of the queue, and the In(x(t)) which
means the amount of arrival items at queue during time t with
the sampling rate x(t) equals to the x(t) due to the fact that the
sampling rate stands for the arrival rate of the queue.

Unlike In(x(t), t), Out(x(t), t) which stands for the amount
of the items processed in the queue during time t is independent
to the sampling rate x(t), and it is a constant that presents the
number of processed images during time t and it will be repre-
sented by p in this paper. Eventually, Out(x(t), t) and Q(t) in
our Lyapunov optimization framework are constants which are
independent to sampling rate x(t). Finally, Q(t) · Out(x(t), t)
does not affect on our closed-form control formula in (3), thus
Out(x(t), t) can be ignored, as well-discussed in Appendix A.

As a result, the updated closed-form time-average optimiza-
tion equation subject to queue stability from (3) can be re-
designed as follows:

x∗ ← arg max
x(t)∈X

{V ′ · x(t)−Q(t) · In(x(t), t)} , (5)

In (5), V ′ should be determined according to the system
design consideration, i.e., queue should be stabilized. There-
fore, our decision should be made under the assumption that the
queue backlog with the decision should be less thanQmax which
is the user-defined limit length of the queue. According to the
fact that this control formula is a kind of decreasing function
that selects sampling rates start from the highest sampling rate
at the beginning of the queue; and then it selects a lower sam-
pling rate as the queue length increases, 0 sampling rate means
there will be no inputs at next time, and means there will be no
queue length increasing. Therefore, the stability of the queue
can be guaranteed when the queue length is maximum Qmax by
setting V ′ to be negative which is a time-average optimal sam-
pling rate. According to the proof in Appendix B, V ′ = Qmax

is derived to satisfy this requirement.
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Fig. 2. Data-intensive performance evaluation results of sampling rate adaptation with (7). Fig. 2(a)–(d) show the performance evaluation results depending on
various criteria such as sampling rate dynamics, queue stability, and hit ratio which is represented by the percentage of cumulative sampled image over total
frames respectively as time elapsed: (a) Scenario, (b) changes in sampling rate, (c) stability of the queue, and (d) hit rate.

In summary, our time-average optimal sample rate adaptation
via Lyapunov optimization framework works as follows: We
can obtain the basic control equation as follows. First of all, V ′

should be determined and it can be derived from Qmax, which
is user defining limit length of the queue. Because this control
equation is a monotonic decreasing expression that selects the
highest sampling rate at the beginning of the queue and then
gradually selects a lower sampling rate as the queue length in-
creases, the length of the queue can not increase over than the
length when the sampling rate is chosen to be zero. Therefore,
if the sampling rate is set to 0 within the limit length Qmax, it
can be considered that the stability of the queue is guaranteed.
To satisfy this condition, the control equation need to satisfy

∂

∂x(t)
(V ′ · x(t)−Qmax · x(t)) ≤ 0 (6)

when x(t) is 0, and thus it can be shown that V ′ = Qmax. Fi-
nally, our closed-form time-average sampling rate optimization
subjec to queue stability can be re-formulated as follows from
(5):

x∗ ← arg max
x(t)∈X

{Qmax · x(t)−Q(t) · x(t)} . (7)

D. Queue Exhaustion Consideration and Re-formulation

Even though the dynamic sampling rate adaptation with (7)
(refer to Section II.C) guarantees the queue stability and maxi-
mizes the hit rate quite well, we have some chances to improve

the basic algorithm because it selects only the maximum value,
no matter how many sampling rates in this system have as can-
didates, until the queue length reaches the limit length as shown
in Fig. 2(b). Therefore, this system adjusts sampling rate only
after the queue has exhausted and it makes the system work as
a non-queuing system, i.e., a system that waits for arrivals until
processing is completed. In this situation, the algorithm will lose
the advantages of the utilization of the queue. If the candidate
contains a sampling rate that is too high to be processed in time,
or if the performance of the system is kept lower than initially
calculated, the queue will always be exhausted and will oper-
ate as a system without queues. When it happens, the system
can not separate the image classifier from image acquirer any
more, in addition, it can not be longer responded to the busty
situation. In order to deal with this situation, the improvement
of the sampling rate adjustment over several stages according to
queue-backlog is desired.

The main issues in (7) happen because we ignored the fact
that higher the sampling rate can also make the queue exhaust
quicker. In order to consider this, we can multiply the objec-
tive function U(x(t), t) with the penalty function which rep-
resents queue exhaustion rate, E(x(t)). The queue exhaustion
rate E(x(t)) means the rate of the amount of items that left un-
processed (i.e., the amount of difference between arrived items
and processed items) to the amount of processed times and the
penalty function of this is presented as 1−E(x(t)). TheE(x(t))

can be expressed as x(t)−p(t+1)
p(t+1) because x(t)− p(t+ 1) means

the amount of the surplus left unprocessed and exhaustion rate
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can be obtained by dividing x(t)− p(t+1) by p(t+1). There-
fore, we can obtain the equation 2p(t+1)−x(t)

p(t+1) as the penalty
function of queue exhaustion rate.

In addition to 2p(t+1)−x(t)
p(t+1) , it should be noted that more at-

tention must be paid to penalty of queue exhaustion rate as the
queue is exhausted. It can be considered by adding an exponen-
tial weightQ(t)/Qmax that means the exhaustion rate of current
queue to E(x(t)). Therefore, the penalty function of the queue

exhaustion rate can be expressed as
(

2p(t+1)−x(t)
p(t+1)

) Q(t)
Qmax .

There is another issue where p(t + 1) is hard to be predicted
accurately in advance. As a simple solution to this problem, we
can use p(t) instead of p(t + 1) because we only need current
or previous processing time just as the indicator to predict the
next processing time to some extent, however there is no need
to predict the exact processing time. In addition, V also can be
simply derived similar to (7), and also due to Appendix C, we
can derive the weight of objective function as Qmax/2. To sum
up, the final updated practical time-average optimal sampling
rate adaptation with Lyapunov optimization framework can be
described as follows:

x∗ ← arg max
x(t)∈X

Qmax

2
· x(t) ·

(
2p(t+ 1)− x(t)

p(t+ 1)

) Q(t)
Qmax

−Q(t) · x(t)} , (8)

where x(t) is a decision action (i.e., sampling rate candidate)
which is selected from X which a decision set, Qmax is maxi-
mum queue-backlog size (user-defined queue length limit), p(t)
is the amount of processed items during last processing cycle,
Q(t) is queue-backlog size at t, x∗ is optimal decision, respec-
tively.

In conclusion, the practical and updated time-average optimal
sampling rate adaptation with (8) works as follows: It begins to
recover queue stability all queues are exhausted and the queues
do not exceed the queue-backlog limits what we specified. In
Section III, more detailed experiments and data-intensive per-
formance evaluation results are presented.

III. IMPLEMENTATION AND PERFORMANCE
EVALUATION

In this section, the experimental setup for data-intensive per-
formance evaluation is presented in Section III.A; and the details
results are discussed in Section III.B, respectively.

A. Experimental Setup and Basic Results

For experiment-based performance evaluation, we utilize the
existing real-time computer vision framework and improve it by
adding a dynamic sampling rate adaptation algorithm which is
proposed in this paper. The pseudo-code of the proposed algo-
rithm is in Algorithm 1. All parameters are initialized in (lines
1–3). In (line 9), current Q(t) is observed to be used in our
proposed Lyapunov optimization framework. In (lines 10–16),
the main computation procedure is described. The computa-
tion results are used for determining optimal sampling rate x∗,
as shown in (line 14). According to the fact that our proposed

Algorithm 1: Frame rate control via Lyapunov optimiza-
tion
1 Initialize:
2 Q(t)← 0
3 t← 0
4 Lyapunov-based dynamic sampling rate control:
5 while t ≤ T do
6 // T : operation time
7 K∗ ← −∞
8 // K∗ : index for obtaining maximum value

calculation
9 Observe Q(t)

10 for x(t) ∈ X do
11 // X : set of possible options
12 Compute K with (8)
13 if K ≥ K∗ then
14

K∗ ← Qmax

2
· x(t) ·

(
2p(t+ 1)− x(t)

p(t+ 1)

) Q(t)
Qmax

−Q(t) · x(t)
x∗ ← x(t)

15 end
16 end
17 end

Table 1. Specification of computing platforms.

System Specification

CPU • Intel(R) Core(TM) i5-2500 CPU @3.3GHz
RAM: 8GB

GPU • NVIDIA Quadro P4000
The number of cores: 1, 792
Memory: 8 GB GDDR5

Platform (PC) CPU: Intel i5-6500 (3.2 GHz)
Memory: DDR4 16GB
SSD: 500GB (NVMe), 128GB
HDD: 1TB
VGA: RTX 2080 Ti

algorithm solves a closed-form equation with the number of de-
cision actions, its complexity is only O(N) (low computational
complexity). Our reference baseline software is an open source
real-time facial recognition library OpenFace which is imple-
mented with Google FaceNet [7]. Based on the OpenFace,
our proposed dynamic real-time computer vision software is de-
signed and implemented.

Fig. 2 shows the result of data-intensive performance evalu-
ation for basic dynamic sampling rate adaptation with (7), and
Figs. 2(a)–2(d) show the various performance evaluation results
depending on various scenarios such as sampling rate dynamics,
queue stability, and hit ratio which is represented by the percent-
age of cumulative sampled image over total frames respectively
as time elapsed. In addition, static low or high sampling rates are
used for performance comparison with this basic adaption algo-



KIM et al.: STABILIZED ADAPTIVE SAMPLING CONTROL ... 133

rithm, which means that the sampling rate is set at a low level by
concentrating on the queue stability; and the sampling rate is set
to a moderately high level by abandoning the full guarantee of
stability respectively. In Figs. 2(c) and 2(d), it can be seen that
the proposed dynamic sampling rate adaptation algorithm max-
imizes the hit-rate as high as possible while guaranteeing queue
stability when (i) the static high sampling rate can not prevent
queue overflow and (ii) the static low sampling rate shows low
performance evaluation results.

In addition, for our realistically and practically modified pro-
posed algorithm, we set the case where the performance changes
every moment as shown in Fig. 3(a) as a test scenario. To em-
phasize the performance fluctuation of the device, we set the
number of faces per image as a major factor of variation pro-
cessing time and impose some arbitrary delays within several
tens of milliseconds at every moment as a minor factor. In
Fig. 3(a), the black bars represent the number of faces per im-
age at each moment, and the red line represents the one of pre-
calculated processing times under this test scenario on our test
device. To emphasize the performance fluctuation, we also use
CPU rather than GPU due to the fact that we can observe more
unstable hazards on resource-limited environments. More de-
tails of our computing platform which is used in this real-world
prototype-based performance evaluation results are summarized
in Table 1. Note that one of the beauty of the proposed algo-
rithm is that it adaptively works depending on queue-backlog.
If the hardware/system specification is not good, the process-
ing will be delayed, thus queue-backlog will be increased, i.e.,
the control action in the next time slot will be affected. Thus,
our proposed algorithm is self-adaptive and it is independent to
hardware/system specification in this local environment.

Although the proposed algorithm can be applied to real envi-
ronments, we have experimented with extremely controlled pre-
recorded video to perform experiments and ensure fair compar-
isons in various situations. In this experiment, we assume that
the real frame flows at 20 frames per second, thus we have set
the pre-built video process at 20 frames per second. To reflect
the real-time flow of reality, we convert the progress of elapsed
time into a frame number, then capture and discard the missed
frames instead of capturing every frame in a sequential manner.
For example, when capturing an image at a sampling rate of 10
frames per second, the next frame to be captured after process-
ing the first frame of the test video is the 11th frame of the video.
In addition, the frame to be processed 30 seconds after starting
the video is the 300th frame. Lastly, the frame to be processed
after 30 seconds from start will be the 300th frame of the video.

In the section that follows, we will compare the performance
on the preset scenario with and without the dynamic sampling
rate adaptation algorithm proposed in this paper. The consider-
ations of the performance are queue stability which means the
extent to which the stable point is formed within Qmax and hit-
rate which is represented by the percentage of cumulative sam-
pled images over total frames.

Fig. 3(b) represents the sampling rate with fps as a unit when
the corresponding frame is input from the image acquire. The
red, blue, and yellow lines represent the case of using static high,
static low, and dynamically adapted sampling rate, respectively.
Fig. 3(c) represents the ratio of the current queue length to the

user defined queue limitation Qmax when the image is input
from the image acquire. For example, in our test scenario, if
the length of the queue was 3 when a new image was entered,
the queue occupancy would be 30% because the limitation of
the queue in this scenario is defined as 10. When the queue
occupancy is over than 100%, we can consider it as overflow
of the queue and it means that the system losses its reliability.
Fig. 3(d) represents the hit-rate, which is the ratio of the number
of processed frames to the total image frames that flowed. In
our test scenario, assuming that reality is flowing at 20 fps, if
the system processes 60 frames while a minute, the hit-rate will
be 50% (60/120).

B. Performance Comparison

In order to evaluate the performance of the proposed dynamic
sampling rate adaptation with Lyapunov optimization frame-
work, we have compared it with static high sampling rate and
static low sampling rate. The static low sampling rate stands for
the case where the sampling rate is focused on the stability of
the queue by setting it low. Therefore, with this scenario, frame
per seconds is selected as 2 for static low sampling rate to handle
the worst case. On the other hand, the static high sampling rate
stands for the case where the sampling rate is relatively focused
on the performance, and thus frame per second is selected as 8
for static high sampling rate. The static high sampling rate algo-
rithm can handle (i) the case for momentary performance degra-
dation and (ii) the case where it has longer processing time for
taking items that will not happen often. In the performance eval-
uation, we choose the static values, i.e., 2 and 8, based on trial-
and-error based simulations which can clearly show the novelty.
As expected, if the static low sampling rate is lower (e.g., 1 in-
stead of 2), more stability can be achieved. Similarly, if the static
high sampling rate is higher (e.g., 10 instead of 8), it can achieve
higher performance. Even though various static setting can be
available, the given two example values (i.e., 2 and 8) for this
performance evaluation are good enough to show the limitations
on static sampling rate based algorithms. In addition, it is possi-
ble to consider dynamic sampling rate based algorithms in order
to compare to the proposed algorithm. However, most of them
are not associated with queue-based system modeling and its
corresponding stochastic optimization. However, the proposed
algorithm is designed for time-average performance maximiza-
tion subject to queue stability, thus queue-related evaluations are
essential, as shown in Figs. 2(c) and 3(c), whereas the conven-
tional dynamic sampling rate based algorithms are not associ-
ated with queue-based modeling in general. Thus, the other dy-
namic sampling rate algorithms are not considered in this eval-
uation because we cannot do apple-to-apple comparisons with
the proposed algorithm.

As shown in Figs. 3(c) and 3(d), the hit-rate of the system is
reasonably good, however it becomes unstable even to induce
queue overflow when the performance of the system is momen-
tarily decreased in the case of static high sampling rate. On the
other hands, in the case of static low sampling rate, it is sta-
ble during all operations, however it shows poor performance
in general. Comparing to these results, in the case of the pro-
posed dynamic sampling rate adaption algorithm, it shows high
hit-rate while maintaining its stability. Therefore we can con-
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Fig. 3. Data-intensive performance evaluation results of sampling rate adaptation with (8). Fig. 3(a)–(d) show the performance evaluation results depending on
various criteria such as sampling rate dynamics, queue stability, and hit ratio which is represented by the percentage of cumulative sampled image over total
frames respectively as time elapsed: (a) Scenario, (b) changes in sampling rate, (c) stability of the queue, and (d) hit rate.

firm the effectiveness of the proposed dynamic sampling rate
adaptation.

IV. DISCUSSION

In this section, several discussions conduct in order to provide
useful insights for system design and implementation.

A. Use of Accurate Processing Rates

As mentioned above, the proposed algorithm only uses pro-
cessing rate p as a side information (i.e., variables) for sampling
rate optimization. Therefore, it does not matter whether there
exists some prediction error or not. Thus, the proposed algo-
rithm uses simply calculated value using the processing time
measured in the previous timeslot as the processing rate p. How-
ever, it is still possible to improve the performance of the system
by conducting accurate prediction of p. Furthermore, consider-
ing additional methods for more accurate prediction of p, it can
be directly applied to the proposed algorithm without additional
computational complexity.

B. Hardness on Qmax Determination

In the proposed algorithm, the observed time constraint is
based on the user-defined limit length of queue Qmax. This
Qmax also refers to the system memory limit itself, or the limit
beyond which the queuing delay is estimated to be too long to
satisfy the time constraints. In latter situation, it is practically
impossible to determine the upper bound of the queue length be-

cause it should be exactly predictable how many times are spent
per image. In most cases, it will be able to restore queue stabil-
ity before exceeding the upper bound. However, it is obviously
risky which may introduce queue overflow. As an alternative to
this problem, we can consider to determine Qmax dynamically
as well as the sampling rate.

C. Frequent Sampling Rate Updates

Even though the processing speed of the system is set to
change frequently than usual, the sampling rate appeared in
Fig. 3(b) shows that the sampling rate is frequently fluctuating.
It is the result of the determining new optimal sampling rates for
frame-by-frame processing. Therefore we can make the sam-
pling rate less fluctuate by reducing the period to determine the
new sampling rate. However, if the decision period is too short,
it may not reflect the instantaneous performance degradation,
thus the stability of the system can not be guaranteed. There-
fore, there exists a new trade-off about this, however we do not
discuss it in this paper, and it can be additional new sampling
rate decision criteria for frame-by-frame processing.

D. Complicated Computational Procedures

The proposed closed-form equation for time-average dynamic
optimization is quite simple and thus the computational com-
plexity of the algorithm is polynomial-time. However addi-
tional simplification can be achieved using x(t) = Xmax ·
(|Q(t)|/Qmax) instead of the proposed equation where Xmax

stands for maximum hit-rate. This simplified equation is also
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able to prevent queue overflow and maximizes hit-rate. How-
ever, the user has to always suffer certain amounts of queu-
ing delays due to the fact that the queue backlog is always ex-
hausted. This can be an inconvenient factor depending on the
situation even though the time constraint is satisfied. Therefore,
it can be recommended to use for the systems which are not sen-
sitive to response time.

V. CONCLUDING REMARKS

Today, we can observe various surveillance-based security ap-
plications with real-time computer vision system spreading into
our daily lives even in form of mobile and IoT applications that
often have limitations in the amount of computation resources
available. In this system, utilization of buffer/queue for allowing
certain amounts of delays is useful for making these offloading-
based distributed systems efficient. However, to execute the
computer vision based intensive computation on the devices
which have insufficient computational resource such as mobile
and embedded IoT devices, the sampling rate should be adapted
dynamically during operation and offloading. This situation is
due to the fact that the limitations let the performance of the IoT
devices be fluctuated severely and eventually it makes hard to
obtain reasonable and reliable static sampling rate which is able
to guarantee queue stability and performance maximization. In
this paper, we propose a dynamic sampling rate adaptation al-
gorithm based on Lyapunov optimization framework which op-
timizes time-average utility subject to queue stability. To the
best of our knowledge, the proposed algorithm in this paper
is the first trial which focuses on system-wide optimal control
in automated vision-based surveillance systems under the con-
sideration of queue stability. Furthermore, we discuss several
view points those can be useful for system design and imple-
mentation. The performance of the proposed dynamic control
algorithm are verified through experiment-based intensive per-
formance evaluation.

As future work, further investigations should be conducted
for resolving the discussed issues in terms of the use of accurate
processing rate (in Section IV.A) and max-queue determination
(in Section IV.B).
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APPENDIX A
THE EFFECT OF Out(x(t), t)

The Out(x(t), t) and Q(t) in our Lyapunov optimization
framework are constants which are independent to sampling rate
x(t). According to the fact that (7) equals to

x∗ ← arg max
x(t)∈X

{V · x(t)−Q(t) · x(t) +Q(t) · p} , (9)
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where the change in p only makes a vertical parallel shift to the
function. This vertical shift does not affect on the result of the
(7), thus the Out(x(t), t) can be ignored.

APPENDIX B
V DERIVATION FOR (7)

Due to the fact that V · x(t) and Q(t) · x(t) are linear, the
V which is the gradient of first term has to be lower than Q(t)
in order to to select sampling rate x(t) less than 0 which is op-
timum when the queue length is Qmax. Then the gradient of
second term when Q(t) = Qmax. Finally, V = Qmax.

APPENDIX C
V DERIVATION FOR (8)

According to the Lyapunov drift model, i.e.,

V · x(t) · (2p− x(t))
p

Q(t)
Qmax

−Qmax · x(t), (10)

which is a convex quadratic function, the optimal sampling rate
x(t) is chosen by the partial derivative of (10), i.e.,

∂

∂x(t)

(
V · x(t) · (2p− x(t))

p

Q(t)
Qmax

−Qmax · x(t)

)
, (11)

and letting this (11) be zero. Therefore, in order to select sam-
pling rate x less than 0 which is optimum when the queue length
is maximum, the (11) should be less than equal to zero; and this
holds when x = 0 and Q(t) = Qmax.

Based on this observation, it can be justified that V =
Qmax/2.
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