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Enhanced Faulty Node Detection with Interval
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Abstract: This paper proposes an enhanced faulty node detec-
tion method using interval weighting factor, which monitors node
behavior using pseudo-random Bose-Chaudhuri-Hocquenghem
(BCH) code for distributed networked control systems. Master
node collects the replacement of the cyclic redundancy check
(CRC) codes by a single-bit BCH code of each slave node. How-
ever, BCH code can only obtain error position of the suspected
faulty node without consideration of channel nodes. Hence, sus-
pected error nodes are saved within the detected error interval and
normalized using the weighting factor, which is carried out during
sequential check, for interpretation. Fault judgement is carried out
to adequately interpret the data, to guarantee detection accuracy of
the detected error. The data is represented by statistical character-
istic of the raw data and filtered data. This scheme can be applied
to detect and prevent the severe damage by node failure. The simu-
lation results prove the effectiveness of the interval faulty weighting
factor, in obtaining raw data from the monitoring of the BCH code
and filtered data, which are more accurate representation than the
raw data. Moreover, the characteristics of the observed data were
verified as the evaluation result of the suspected faulty node.

Index Terms: BCH, CRC, distributed networked systems, fault
judgement, faulty node detection.

I. INTRODUCTION

ISTRIBUTED networked control systems [1] have re-

ceived significant attention with respect to their capabili-
ties in field of communication networks, control and computer
science. This system is based on distributed and parallel archi-
tecture, which is directly related to balance of the workload [2].
Moreover, critical impact in distributed systems is used to sta-
bilize the system for redundancy and fault tolerance, [3]. Elec-
tric power systems [4], ship power systems [5], visual process-
ing [6], and computer processors [7] are several applications that
utilize the advantages of distributed systems.

In [8], [9], redundancy and fault tolerance also have criti-
cal impact on stabilizing systems based on a distributed system.
Due to large variation in quality of components that are used in
the construction of a distributed networked control system, there
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is a high probability that the component responsible for system’s
workload distribution will share the work unfairly. It is not nec-
essary that all the system’s components are identical in terms of
quality. Instead, the performance ability is distributed to every
node that is involved in the system. Therefore, when viewing
the overall system, it is not easy to determine which part is per-
forming well and which part is performing poorly.

A distributed networked control system is constructed us-
ing components with significantly varying qualities. There is
high probability that components will show the biased work-
load. With workload distribution, channel quality of compo-
nents are identical in respect to distributed networked control
system, which node receives the performance capability instead
of the biased workload. Therefore, significant amount of work
is carried out by the system to determine and classify nodes as
faulty or healthy. With conventional method, the system reliabil-
ity can only be ensured using cyclic redundancy check (CRC).
The data correctness can be identified using CRC code for the
calculation of the message syndrome. However, the assumption
related to CRC calculation is that the message is always cor-
rectly calculated by the node. Therefore, individual node per-
formances should be evaluated using on data integrity checking.

Traditionally, CRC code is used to guarantee system reliabil-
ity. Data correctness is identified by CRC code which is used to
calculate the message syndrome in the receiver. However, there
is an assumption that the node constantly calculates the message
correctly when the CRC calculation is employed by the system.
Therefore, the individual node performances should be evalu-
ated using data integrity checking. The distributed manner of
the node reliability effect is considered in this study. For exam-
ple, the periodical occurrence of errors within an area was pre-
dicted. The authors in [10] found this constraint is reflected by a
single bit, which represents the Bose-Chaudhuri-Hocquenghem
(BCH) code fragment that is added to the CRC code. Thus, the
findings of this study are applicable to industrial networks such
as controller area networks (CAN).

In the field of industrial and military applications, distributed
networked control systems employ Fieldbus systems. Field-
bus system is appropriate for distributed networked systems, to
achieve real-time distributed control. Power distribution is an
aspect of the system robustness that is improved by the use of
industrial Fieldbus systems. In [11], a wireless Fieldbus based
on MAC protocol is evaluated to achieve real-time transmis-
sion in the networked control systems. The wireless Fieldbus
performed within desired time limits, to transmit three types of
data: The periodic data, sporadic data, non real-time messages
using transmission and bandwidth allocation scheme. The data
transmission continuously in the node has to equipped with er-
ror detection to prevent the unexpected event, which can ruin

1229-2370/21/$10.00 © 2021 KICS

Creative Commons Attribution-NonCommercial (CC BY-NC).
This is an Open Access article distributed under the terms of Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/by-nc/3.0)
which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided that the original work is properly cited.



Slave node 1

Master node

Slave node n

e

Fig. 1. System model of faulty node detection scheme.
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the data received. In addition, the inserted BCH code is applied
to observe the behavior of the nodes. To increase the detection
accuracy, the BCH code is inserted into one-bit CRC code to
maintain the overall faulty node and channel noise monitoring.
From this observation, the incorporation of the detected time
of the faulty node and the suspected faulty node channel was
found to be the most critical factor to the application of interval
weighting factor. This monitoring technique is composed of dif-
ferent sets of data interpretation referred to as fault judgements.
It was assumed that system synchronicity, clock inconsistency,
and page faults may occur regularly at a slave node of the pro-
posed scheme. The earlier detection of the decrease in perfor-
mance of an internal node can be carried out by observing the
capability of the node to conduct sequential calculation within a
given time. The calculation results, which consists of a single-
bit BCH fragment at each node are collected and analyzed at
the master node. Moreover, BCH code calculation at each slave
node can be seen a test to detect which the node has failed.

The Fieldbus system is a popular technology that is applied
to distributed networked systems. Therefore, this proposed sys-
tem is adjusted to implement the Fieldbus system. The CAN
bus [12], Modbus [13], Flexray [14] or industrial Ethernet can
also be adjusted to implement this method. This is due to the ca-
pability of the algorithm to prevent the system function failure
caused by broken nodes, thus maintaining the system perfor-
mance.

This paper presents an extended version of the previous
work [15] wherein the main problem and solution were dis-
cussed. The introduction of fault judgement with respect to the
weighting factor of suspected faulty node is the main contri-
bution of this paper. Weighting factor is used to declare the
suspected node at the time of received error positions. Error
position is detected by analyzing the BCH code that has been
inserted into the CRC code in the master node. In addition, er-
ror position was analyzed by incorporating the external factor.
The remainder of this paper is organized as follows. The re-
lated work is discussed in the Section II. Thereafter, fault node
detection using the faulty weighting factor is presented in the
Section III. The fault judgement process and its application is
presented in the Section IV. Thereafter, simulation results of
the proposed algorithm are presented in Section V. Finally, Sec-
tion VI presents the conclusion.
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II. RELATED WORKS

Faulty nodes are disadvantageous to distributed networked
systems that consist of million nodes. Several related papers
have been motivated to propose a faulty node detection, which
can prevent severe damage caused by the faulty node using dif-
ferent methods and algorithms.

A fault node detection scheme for distributed systems was
proposed in [15] using BCH and CRC code. Code combination
results in increased performance with respect to the detection
of faulty nodes. However, error position detector still has not
guaranteed to interpret the faulty node without checking chan-
nel quality of nodes. Method based on Markov chain model
was developed for collective monitoring of node behavior to de-
tect faulty nodes [16] for wireless sensor network. Data in dis-
tributed networked control systems is transmitted from the slave
nodes to the master node simultaneously. Thus, this method is
not able to detect the faulty node from the channel quality view.

A weighting factor can also be applied to long short-term
memory (LSTM) recurrent neural networks for faulty node de-
tection systems [17]. The fault detection method was developed
for machines in smart factories. The use of weighting factor can
detect and obtain the faulty node more accurately. Data aggrega-
tion for transport has been used for the detection of faulty nodes
in wireless sensor networks. The capability of the sink was uti-
lized to detect the faulty machine with using Markov chain con-
troller (MCC). Moreover, delays and wireless network traffic are
considered to increase the detection rate. However, it did not
provide the classification of suspected faulty node. Therefore, it
will take much time for worker to recover the faulty machine.

The node behavior in any system field is monitored to realize
real-time system. Most of the data generated in distributed sys-
tem environment should be used to monitor node behavior. It
will be an effective method with decrease the time required by
the monitoring process. The BCH code is an algorithm that can
be employed for collective monitor. In [18], the Chien search
is exploited for modeling the power estimation, which employs
higher error correcting capability, namely BCH codes. How-
ever, the error detection method did not consider the number of
nodes in their system. Thus, it can not be applied into distributed
systems, which have huge number of nodes.

To ensure the data is fault, an approach using weighted data-
driven is an effective way for large-scale environments [19]. The
fault detection and isolation (FDI) is identified and modeled to
enable the approach, which can show the accurate result without
loss of sensitivity. However, the approach does not consider for
industrial application, which has several requirements and im-
portant issues to meet with fault detection method, particularly
in the distributed networked control systems.

The authors in [20] directed significant research attention to-
ward early identification of node failures in distributed systems,
which consist of hundreds and thousands of nodes. However,
identification only considers identification time capability to ac-
celerate the maintaining process in distributed storage systems.
In [21], faulty node diagnosis is employed using coordinator-
based adaptive fault diagnosis algorithm as innovative technique
in distributed computer systems. Both related works cannot in-
terpret faulty node due to existing researches of predicting faulty
node have attention in the early identification and diagnosed
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node regularly execution. Those systems did not consider chan-
nel quality in interval data that represented by slave node.

III. FAULTY NODE DETECTION SCHEME

The author in [22] defines a distributed system as a distributed
system is a collection of autonomous computing elements that
appears to its users as a single coherent system and based on this
definition they gave a characteristic of distributed system i.e. it
is a collection of computing elements each being able to behave
independently of each other. Similarly, authors of [23] called
a distributed system as a collection of autonomous processing
nodes that appears to the user as a single processor system.
Therefore, a master slave distributed configuration is considered
for the proposed system to overcome the faulty node detection
for which communication between master and slave nodes is
exploited. There are data queues in communication from each
slave node to the master node that are given by the distributed
system. Along with this an assumption is made that master node
is able to communicate with its slaves under all circumstances
such that its performance does not act as a bottleneck and do not
interfere with the performance of distributed system to complete
the task of the specific node.

As mentioned above, this paper presents a method to ob-
serve suspected faulty nodes in distributed networked control
systems using a communication approach between master node
and slave nodes. Moreover, the method can be considered as
a semi-parallel approach. The master node identifies the slave
nodes, in addition to the channel quality from the slave nodes to
master node as shown in Fig. 1. In the Fig. 2, the faulty node
detection scheme is performed within pre-processing phase and
decision phase, which is divided into the BCH code insertion,
fault weighting factor, and decision phase.

A. BCH Code Insertion

The BCH codes are employed as detector to determine the
faulty node in the distributed networked control systems. They
are effective with respect to a parallel framework. Moreover,
BCH codes are generated by the master node using input from
15 pseudo-random bits. The input is the polynomial standard
of CAN based on the CRC specification. The master distributes
the BCH codes among the slave nodes. Thereafter, the master
node collects all the data from the slave nodes to specify the
faulty node based on the collected and calculated BCH codes.
In particular, BCH code calculation is achieved using two com-
munication models, which involves the encoding and decoding
of BCH. This determines the error position of the faulty node
using Chien search algorithm [18].

Slave nodes consist of the main data packet and parity code.
The parity code is CRC code. Each slave node transforms one
bit of the BCH code, into one CRC code, and then combines it
with main data packet (e.g., Node 1 only consider the first bit of
the BCH code and then combines it with the main data packet.
Whereas, node 2 only consider the second bit of the BCH code
and combines it with the main data packet, and so on). Data
is then transmitted to the master node. Moreover, each node
should independently update the BCH code by incrementing one
of its values to obtain new BCH sequence, and then transmitting

it to master node. The incremented BCH code is required for the
specification of the error position at each slave node. Therefore,
the master node only check the current and previous BCH code.
Through the BCH codes from each slave node, the master node
checks if there is an error of the slave node.

B. Faulty Weighting Factor

This step is carried out by the master node for the evaluation
of the faulty factor of the suspected node, which is detected by
its performance with respect to the calculation of the BCH code
sequence. However, through the collection of BCH code error in
the master node, the channel error between two faulty nodes is
detected. This channel error represents the interval data error if
two BCH code error is detected in the master node. Thus, faulty
weighting factor is an effective method for the normalization of
the observed data.

In previous studies, random weighting was used to achieve
smaller mean square errors from multi-sensor observation
data [24]. Moreover, the weighting technique was incorporated
into the weighted least error squares algorithm to achieve a fast
and reliable response from the relay operation [25]. Based on
these techniques, the detected faulty error can be weighted by
its channel quality.

To evaluate the suspected faulty node behavior, its CRC code
are observed. If there is an error due to BCH insertion code,
the master node should evaluate the channel quality of the sus-
pected faulty node by initiating the trapping process to observe
the CRC code performance. Given that the CRC code is directly
related to the channel capacity, the CRC code performance of
the suspected node can be periodically observed.

The master node able to detect the error position of slave
nodes by collecting the BCH code continuously. The detected
error position represents the position of BCH code error occurs
and time of the errors are also recorded. By doing this detection
with two errors, the error interval can be figure out through each
detection error representation. The error interval is the main ob-
jective of the data interpretation of the BCH insertion code re-
sult. Therefore, it can be conjectured that with a decrease in the
error interval in each process, there is an increase in the proba-
bility that the node is suspected as the faulty node.

To apply a weighting factor to the error interval of the sus-
pected faulty node, the following analysis can be considered to
enhance the error data. Fig. 3 shows an example of behaviors
of two nodes. Node A and B represent the collection of the
error intervals from the suspected nodes, which is defined by
{a1, 9, -, a,} and {f1, Ba, - - -, Bn }, respectively.

In the Fig. 3 presents the application of five sampling oper-
ations to the CRC code immediately after the detection of the
error positions from the BCH insertion code. In summary, the
error interval data can be updated as follows,

O/ N 20[1‘
v ai/eCRC

i

if CRC =0
if §7C £ 07

6]

where o is the updated error interval and ¢§' ¢ is the total num-

ber of detected CRC code errors at the suspected node. The
same equation can be applied to the other error interval data.
If no CRC code errors are detected, the channel condition of



Pre-processing process

Observed the
suspected
faulty node

JOURNAL OF COMMUNICATIONS AND NETWORKS

Decision phase process

Update raw data
analysis

Input: n=0, 15 bits pseudo-
i random BCH code

| l
4’{ BCH code insertion

CRC check
finished?

Error
detected?

Save the error to buffer

Yes
with number of node i

Data is error

interval? .
interval

Save all data within error

interval

Check CRC code

Update scaling
factor

Normalize error

Update raw data

(e < 6)and
o =small?

Filtering raw data

Update data filter

Matching the raw data
and filtered data

Classify faulty and
healthy nodes

Fig. 2. Flowchart of proposed faulty node detection scheme.

Observing time

Node A

al a2

B2 B3

Detected CRC I

Node B

B1

Interval of
two BCH
errors

sampling code error

Detected
BCH code
data

CRC validity |
error

Fig. 3. Data interpretation of the suspected faulty nodes.

the suspected faulty node can be assumed to be clear. There-
fore, the only suspected fault is related to the hardware. In this
case, if the fault is directly related to the hardware, the channel
condition is good, subsequent hardware fault can be accurately
detected.

Conversely, if the error from the CRC code is detected, there
is a fault in the channel condition of the suspected faulty node.
Then, the error that related to the hardware or channel shows the
different of the pure channel condition. Therefore, to prevent an
undesirable assumption, it is better to increase the awareness of
the suspected faulty node by increasing its error interval value by
shortening it according to the detected CRC code errors. Based
on the pre-processing phase for the building of raw data, fol-
lowed by the decision phase, as shown in Fig. 2. If the fault
monitoring of the master node detects the error positions from
the received BCH fragments, the detected time is recorded in the
memory. This new detected time is combined with the previous
detected error time. Based on this, the error interval data can be
generated.

Thereafter, the system initiates a thread at the suspected faulty
node. This thread monitors the CRC code behavior within a
given time period for a given iteration. During this time period,
the total detected CRC code error is recorded. This data is used
for the scaling factor of the previous error interval data. When
the CRC code monitoring process is complete, then the raw data
is updated. After this process, the raw data is then transmitted
to the decision phase.

IV. FAULT JUDGEMENT

Fault judgement is a method used to interpret data correctly
after the implementation of the BCH code insertion scheme.
Fault judgement considers the degree of faultiness that repre-
sents the suspected node. The error data received by the master
node reflects the pure error position. The error data is collected
using the sampling data. To ensure the consistency of the data
refinement was employed in this study. It supported by outside
factor of BCH insertion code that defined as the performance of
suspected node (with respect to the channel quality). Therefore,
the nodes and channel performance were combined via the BCH
and CRC codes to produced raw data. This step is referred to as
the faulty weighting factor or pre-processing phase.

This raw data is interpreted in the decision phase to calculate
the fault judgement. The decision phase is divided into three
parts, namely, the raw data analysis, filtering data, and pattern
analysis.

A. Raw Data Analysis

The raw data is obtained from the faulty weighting factor pro-
cess. Moreover, the raw data analysis involves basic evaluation
of the statistical characteristics of the raw data. The suspected
node is concluded while the interval () less than error inter-
val limit () and value of standard deviation (o) is very small.
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Based on this, the judgement of the suspected node can be car-
ried out immediately, i.e., the raw data is sufficient for decision
to be reached about the faultiness. Hence, the remainder of the
procedure can be disregarded. If the raw data does not meet this
requirement, it is processed and analyzed in the filtering phase.

B. Filtering Phase

Data from the distributed system is represented by the char-
acteristics of the raw and filtered data. Raw data contains the
data that is accumulated by the faulty node as well. The corrupt
data generated by faulty nodes can be because of interference,
noise as a well due of the inherent fault in the node itself. For the
correct identification of the faulty nodes, filtration of the data is
carried out using HPF. Along with this, HPF also segregates the
frequencies, which results in the enhancement of components of
the raw data so that their characteristics can be analyzed as well
examined independently. Although, the sharpening and enhanc-
ing process of the images using HPF based on a finite impulse
response (FIR) [26] does not provide a direct co-relation with
the filtering phase that is being used in the proposed method.
But, the ultimate aim is same, i.e. segregation of the corrupt
noisy data (faulty node) from the raw data.

Thus, the filtering phase is implemented to evaluate the ex-
tent of faultiness of the suspected node. The operation of the
FIR filter can be expressed as follows,

T-1

y(t) =Y h(i)a(t—i), 2)

=0

where y(t) is the output data, x(¢) is the input data, k() is ith
coefficients of FIR filter, and 7T is the total member of FIR fil-
ter’s coefficients.

In this scheme, we use nine data sequences to represent the
FIR filter coefficient, which neglect the affection of the data se-
quence quantity. The following demonstrates the simplicity of
the calculation required to obtain the HPF coefficients for the
filtering of the raw data. It is necessary to select the cut-off fre-
quency f. to realize such a filter. Along with f, the normalized
transition frequency w,, is represented as the critical frequency
of scaled specification with value 0.257 in the MATLAB filter
design function [27]. This normalized transition frequency is
defined as w,, = 2w f./ fs, where f; is the frequency sampling.

Moreover, a trade off needs to be made between sampling
frequency, cut off frequency and the number of poles. There-
fore, the authors of [28], suggested that a factor of 8 is re-
quired between the sampling frequency and the filter cut off fre-
quency. Thus, the frequency sampling in this paper was defined
as fs = 8f.. Hence, if the HPF has basic characteristic such as
H(w) = limg 00 1(—g.2) = 1(—w, w,)» then the following equa-
tion can be used to calculate coefficients function of the filter.

z 1 . ,
h(t) = — ( lim / eIt dw — p [e7vnt — ejw'”t]) . (3
-z J

Based on the above equation, the FIR coefficients can be com-
puted as follows,

1— e it £ T
h(t) =4 sin(@n(t=T1 ) . ; 4)
{_ 71'(th1/¥2 ift = T1/2
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Fig. 4. Faulty decision pattern.

Table 1. State change characteristic.

State type Parameter | Value Case
Stable Or,0F 0< |9‘ < Biim
PR d, <1 Plim < pr < 00
dy, >1 0<pr
Destructive Or,0F Or < —0im,0r < —Oiim
d, dy >1
Constructive | g, 0p Otim < Or, Oim < Op
dy dy >1

where T} = T — 1/2 and the frequency response is symmet-
ric about Tf72 sample. Therefore, the complete HPF from the
previous specification can be formed as follows,

h ={1.038,1.1,0.96,0.684, 0.54, 0.684,0.96, 1.1, 1.038}.
Q)
From the output of this filter, its statistical characteristics are
extracted, which is used to evaluate the suspected node. Finally,
the final part of the judgement phase is carried out during the
faulty pattern analysis.

C. Pattern Analysis

Raw data R and filtered data F' are matched by their destruc-
tive pattern. Fault judgement can be issued when their pattern
is sufficiently similar with the decision pattern. This decision
pattern uses error interval limit. Moreover, limit is used to de-
termine the alarming status of the node. When, detected error in-
terval is below a certain value, the pattern analysis is carried out.
Seven distinctive patterns are employed as the matching pattern.
These patterns are classified by their three distinct behavioural
features as follows: Line, Cliff, and Ripple patterns. Fig. 4
shows the appointed pattern used to determine faulty node.

The pattern behavioural feature for Line A and B represent
stable error interval limit. Line A indicates that the interval limit
is higher than the decision limit, whereas line B is lower than
decision limit. Cliff A and B represent sudden state changes of
interval errors. CIliff A represents sudden state change toward
the destructive state, wherein error intervals are shortened. Con-
versely, cliff B represents the state change toward a better state,
wherein error intervals are lengthened. Moreover, Rips A, B,
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Table 2. Description of the notations used in Table 1.

Parameter Description
d, Decision parameter (variable)
Or Error interval for raw data
Or Error interval for filtered data
PR Statistical parameters for raw data
PF Statistical parameters for filtered data

and C represent the ripple states, where in the error intervals are
both short and long at different instances. Rip A represents the
constant ripple state. However, Rips B and C represent the ripple
tendency toward longer and shorter error intervals respectively.

Based on these decision patterns, state changes can be fur-
ther divided into several states as follow: stable state, destruc-
tive change state, and constructive change state. The stable state
does not indicate that the faulty state did not occur, however, it
indicates that the state change was not significant during the ob-
servation. Therefore this could indicate that the state is faulty
with stable and unchanged error interval characteristics. Hence,
the judgement for stable state is determined based on its error in-
tervals whether it is higher or lower than the error interval limit.
For the remaining, if the data is in the destructive change state
the fault judgement is issued. As conversely, for every construc-
tive change state is consider as a healthy node. Based on these
parameters and the previously set decision patterns, the decision
characteristic shown in Table 1 were obtained by determining
the statistical characteristics of the raw R and filtered F’ data.

The notation of Table 1 is explained in Table 2, where d,, is
defined as d,, = pr/pr, where F and R are filtered and raw data
respectively and p = p/o. It can be seen that the classification
is significantly dependent on the # value, with the exception of
rip A, which has unique characteristics. Based on Table 1, Lines
A and B are represented as stable states, and Rip A also repre-
sented as a stable state when d,, > 1 and 0 < pg. Given that
Rip A also represents a combination of the destructive states,
the pattern can be considered as fragile state. Cliff A and Rip C
are classified as destructive state, whereas Cliff B and Rip B are
classified as constructive state.

V. APPLICATION

This algorithm can be implemented in a Fieldbus system
which is a potential technology for distributed networked con-
trol systems. Moreover, a low transmission network is required
for its application; industrial networked system. There are three
candidates: CAN, Modbus, and Flexray. Radio-frequency iden-
tification (RFID) technology is comparison between those stan-
dards that have longer generator polynomial.

Fig. 5 showed the example of CAN 2.0B’s data frame. The
left figure is the data frame of CAN 2.0B using CRC transmis-
sion, whereas the right figure is the data frame of CAN 2.0B
using CRC transmission with BCH insertion. The data frame
is significantly protected by coordination code, which contains
data that is managed according to the priority. The CRC poly-
nomial standard can be used for false error detection, which is
lower than 4.7 x 10~!! times of error rate. The standard poly-
nomial is 215 4+ 214 + 210 + 28 + 27 + 24 + 23 + 1.

Fig. 6 showed the Modbus’s data frame. The left figure is data
frame of Modbus using CRC transmission, whereas the right
figure is the data frame of Modbus using CRC transmission with
BCH insertion. In this field, the interconnection between CAN
and Modbus is widely employed. The Modbus and CAN 2.0B
have same lengths, but their generator polynomials are different.
2'6 + 215 4+ 22 + 1 is the generator polynomial of Modbus.

Fig. 7 showed the data frame of Flexray. The left figure is
the data frame of Flexray using CRC transmission, whereas the
right figure is the data frame of Flexray using CRC transmission
with BCH insertion. The Flexray generator polynomial length
is longer than the CAN and Modbus polynomials, and it can be
expressed as follows: x2% + 222 + 220 + 210 4 218 4 216 4
o 4B 4 4 219 428 + 27 4+ 25 4+ 23 + o + 1. The data
is constantly monitored by this polynomial, although the length
is significantly greater than those of the two other protocols.

As the characteristics of these systems, the faulty node detec-
tion scheme can manage more than 15 node in accordance with
an increase in the Galois field number of polynomial. Further-
more, the proposed system can be applied for large distributed
systems. The Chien search algorithm is involved in the system
when more than two errors are detected by calculation. The
main objective of the inserted BCH code is to increase the real-
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time monitoring of faulty node without diminishing the overall
system performance for industrial networked control systems.

VI. SIMULATION

A fault judgement simulation represents the error nodes in the
monitoring BCH code using the interval error. A fault judgement
simulation refers to the mis-detection, as reported in previous
work [15]. The mis-detection simulation reveals the calculated
error positions due to the BCH fragments. As a direct correla-
tion, this mis-detection simulation for the faulty judgement sim-
ulation is the consistencies calculation of the observed node un-
der the various channel qualities. Moreover, the mis-detection of
faulty nodes is assumed to be nearly and non-existent, whereas
the channel quality is used in the main decision calculation of
the faulty node. The simulation results are presented using
MATLAB.

Fig. 8 presents comparison of three datasets: Original error,
raw data, and filtered data. The original error is interval error of
the detected error position during the monitoring of BCH frag-
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Fig.

ments, which is obtained by error interval calculation. The raw
data is considered as a wider interpretation of the interval error
and channel quality of the suspected faulty node. Moreover, the
filtered data represents the raw data after processing using the
HPF. As it can be seen, from the graph, suspected node encoun-
tered a problem at approximately the 30th data sequence. More-
over, the filtered data was sufficiently amplified for the problem.

Figs. 9 and 10 presents the overall characteristics of the ob-
served data. The d,,, which is already defined as d, = pr/pr,
where pp = pup/og, and pgr = pur/oR, and pr and pg rep-
resents statistical parameters of filter and raw data, respectively,
are shown in Fig. 9. In Fig. 10, the two straight lines denotes
the )iy, value, the dynamic solid line denotes the slope of the
regressed raw data, and the dashed line denotes the slope of
the filtered data. Based on this figure, the angle data compar-
ison suggests that the observed data was mostly under the stable
state, with the exception of a significant peak, which was outside
of the limit line. Moreover, it was also suggested that at the first
5th data sequence and the last 45th data sequence: the data was
in destructive state, although the error interval was significantly
longer. However, if the data presented in Fig. 9 is included in
the decision making, the observed data exhibited a Rip A char-
acteristic at approximately the 30th sequence of data, where the
angle data was within the limit line. There was a relative peak
in the value.

VII. CONCLUSION

This paper presents an enhanced faulty node detection
method, in which the possibilities of an data errors are inves-
tigated through additional checking function. The performance
evaluation of distributed networked control systems involves the
monitoring of single-bit BCH code within at given time-period.
In the faultiness degrees, the output BCH code monitoring and
insertion of the CRC code are applied to the normalized data
using faulty weighting factor.

There are three datasets that were presented in the simula-
tion result, namely, the original error, raw data, and filtered data.



The original data was obtained by previous work, whereas the
raw data and filtered data were obtained by a decision phase
process. This detection scheme using weighting factor and de-
cision phase perform that suspected faulty node can be detected
in a more transparent way. The final process of the decision
phase is the pattern analysis, which provides a detailed represen-
tation of the suspected faulty nodes by interpretation into three
different state changes. This scheme can be simply applied to
distributed networked control systems, to maintain the original
error of suspected faulty nodes using the CRC performance and
one-bit BCH insertion process. Then, the multi-label classes of
faulty node can be considered as future work instead of faulty or
healthy node.
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