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Reinforcement Learning Enabled Cooperative
Spectrum Sensing in Cognitive Radio Networks

Wenli Ning, Xiaoyan Huang, Kun Yang, Fan Wu, and Supeng Leng

Abstract: In cognitive radio (CR) networks, fast and accurate spec-
trum sensing plays a fundamental role in achieving high spectral
efficiency. In this paper, a reinforcement learning (RL) enabled co-
operative spectrum sensing scheme is proposed for the secondary
users (SUs) to determine the scanning order of channels and se-
lect the partner for cooperative spectrum sensing. By applying Q-
learning approach, each SU learns the occupancy pattern of the
primary channels thus forming a dynamic scanning preference list,
so as to reduce the scanning overhead and access delay. To improve
the detection efficiency in dynamic environment, a discounted up-
per confidence bound (D-UCB) based cooperation partner selection
algorithm is devised wherein each SU learns the time varying de-
tection probability of its neighbors, and selects the one with the po-
tentially highest detection probability as the cooperation partner.
Simulation results demonstrate that the proposed cooperative spec-
trum sensing scheme achieves significant performance gain over
various reference algorithms in terms of scanning overhead, access
delay, and detection efficiency.

Index Terms: Cooperative sensing, multi-armed bandit, Q-
learning, reinforcement learning, spectrum sensing.

I. INTRODUCTION

IN wireless networks, inefficient and fixed spectrum usage
mode results in low utilization of spectrum resources. Cogni-

tive radio (CR) technology is envisaged to solve this problem by
exploiting the existing wireless spectrum opportunistically [1],
[2]. In CR networks, secondary users (SUs) can opportunisti-
cally transmit in the vacant portions of the spectrum already as-
signed to the licensed primary users (PUs). Before transmitting,
SUs are required to sense the available channels which are not
occupied by PUs so as to minimize the interference caused to the
PUs. In order to maximize the throughput of CR network, SUs
needs to efficiently identify and exploit the spectrum holes of
the primary network. Thus, fast and accurate spectrum sensing
is crucial to the performance of both primary and CR networks.

Note that the detection accuracy of a single SU is susceptible
to fading and shadowing effects, which may bring about missed
detection and false alarm. Though the capability of detecting
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weak signals can be improved by equipped with more sensitive
receiver, it will increase the implementation complexity and the
associated hardware cost. Furthermore, taking the mobility of
SUs into account, the detection ability of SUs changes dynam-
ically and is unknown to each other. On the other hand, energy
detection is a common method in local detection due to its sim-
plicity, which is incapable of detecting multiple channels simul-
taneously. When there is a demand, an SU needs to detect the
licensed channels sequentially until it finds an available channel
or fails, which may lead to high access delay and scanning over-
head.

Cooperative spectrum sensing technology [3], [4] has been
widely used in CR networks to overcome the performance
degradation of spectrum sensing due to multi-path fading and
shadowing while without increasing the implementation cost of
SUs. Meanwhile, being a powerful tool in process control, re-
inforcement learning [5] technique has been widely applied in a
wide range of areas. Motivated by the related works, a cooper-
ative spectrum sensing scheme based on RL is proposed in this
paper, so as to improve the performance of spectrum sensing in
dynamic CR networks. In the proposed scheme, each SU is an
agent who learns the behaviors of channels and neighbors, and
then takes action to improve the detection efficiency and reduce
the scanning overhead and access delay. Our contributions can
be summarized as follows:

• We propose a channel selection algorithm based on Q-
learning to determine the scanning order of the channels,
so as to reduce the scanning overhead and access delay.
Specifically, each SU learns the occupancy pattern of the
primary channels, and updates a dynamic scanning pref-
erence list of the channels based on the predicted channel
status. A novel reward function is devised to improve the
accuracy of channel status prediction during the learning
process.

• We propose a cooperation partner selection algorithm
based on discounted upper confidence bound (D-UCB) al-
gorithm to improve the detection efficiency. Distinct from
the static network scenario with fixed detection ability of
each user, we assume that the detection ability of each SU
dynamically changes due to the mobility of users and the
time variation of wireless channels, which is more applica-
ble to the practical network scenarios. In this case, each SU
learns the time varying detection probability of its neigh-
bors, and selects the one with the potentially highest de-
tection probability as the partner for cooperative spectrum
sensing.

• Numerical results show the proposed RL enabled coopera-
tive spectrum sensing scheme achieves less number of at-
tempts, higher detection probability, and lower call block
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rate compared with the reference algorithms, thus reducing
the scanning overhead and access delay while improving
the detection efficiency.

The remainder of this paper is organized as follows: Section II
addresses the related works. Section III describes the system
model. Section IV elaborates the proposed RL enabled coop-
erative spectrum sensing scheme. Section V evaluates the per-
formance of the proposed scheme. Finally Section VI concludes
the paper.

II. RELATED WORK

Cooperative spectrum sensing technology has attracted sig-
nificant attention over the last few years as a promising
technology to address spectrum detection issues for CR net-
works. In [6], the authors proposed a simple quantization-based
multibit cooperative sensing method to address the soft decision
fusion strategy in a limited bandwidth of control channel, which
achieves a tradeoff between the sensing performance and the
control channel overhead. In [7], all the CR nodes participating
in cooperation have been distinguished based on their reliability
which depends on the past decisions of corresponding node and
of the central node. Based on this, the authors proposed a reli-
ability based weighted algorithm to improve the spectrum sens-
ing performance mainly in low SNR regions of the SUs. In [8],
the authors applied adaptive threshold to each cooperation node
to enhance the sensing performance of energy detection scheme
for low SNR region. The authors in [9] pointed out that when a
SU with the highest detection ability cooperates with others, the
detection ability of cooperation is likely lower than employing
directly the local decision of this SU as the final decision result.
However, it’s difficult to acquire other SUs’ detection ability in
a dynamic situation. In [10], the authors adopted support vec-
tor machine (SVM) to group users for cooperative sensing. The
resulting user group which participates in cooperative sensing
procedures is safe, less redundant, or the optimized user group,
leading to better performance in terms of security, energy con-
sumption, and sensing efficiency.

In RL framework, the action-taking agent interacts with the
external environment through reward mechanisms, and adjusts
its action according to the reward values obtained in the envi-
ronment. The aim of the agent is to learn the optimal action to
maximize the total reward. Recently, Q-learning [11], one of the
RL algorithms, has been used to model the behaviors of the SUs
in CR networks. In [12], SU is modeled by Q-learning mecha-
nism to learn other SUs’ behaviors and select the independent
users under correlated shadowing for cooperation to improve
detection efficiency. However, the detection ability of SUs is
not considered when selecting partners for cooperative sensing,
which may result in poor detection efficiency. In order to allevi-
ate scanning overhead and access delay, authors in [13] adopted
Q-learning technique to estimate status of channels based on the
history of channel usage, so that each SU can select the most
likely idle channel to detect and access accordingly. However,
the proposed algorithm may not follow up with the dynamic
changes of channel status due to the separation of exploration
and exploitation stage. In addition, the local detection by a
single user may also cause detection inefficiency. The authors

in [14] proposed a two-stage learning approach in CR networks,
including a reinforcement learning approach for channel selec-
tion and a Bayesian approach to determine the transmission du-
ration. In [15], the authors studied the scheduling strategy for
different buffers on multiple channels by using Q-learning and
deep learning, aiming at maximizing the system throughput.
In [16], the authors formulated the distributed throughput max-
imization problem as a non-cooperative game, and designed a
stochastic learning automata-based algorithm to find Nash equi-
librium point. In [17], the authors compared the performance
of different machine learning approaches in terms of spectrum
classification accuracy and computational time.

Multi-armed bandit (MAB) [18] is another RL algorithm, has
been used to guide SUs to make selection decisions in CR net-
works. In [19], authors formulated the online sequential chan-
nel sensing and accessing problem as a sequencing multi-armed
bandit problem to improve the throughput. In [20], the authors
rewrote information gain of the conventional greedy method as
the reward of the multi-armed bandit, and introduced multi-
armed bandit into adaptive boolean compressive sensing. Exper-
imental results indicate that the proposed method outperforms
the conventional greedy method. In [21], the authors modeled
the channel selection problem as MAB problem, and applied
ε-greedy algorithm to select a channel with lowest utilization
ratio. The results show that the proposed scheme improves the
performance of the communication systems by efficient sensing
of the channels with lower utilization rate. In [22], the authors
considered the dynamic spectrum access problem and formu-
lated the problem as a restless multi-armed bandit problem with
a time varying constraint on the set of arms that can be activated
at each given time.

The aforementioned works applied learning algorithms to
channel selection or user cooperation, and achieved preferable
performance. However, none of them studied the joint design of
channel selection and user cooperation based on machine learn-
ing. Motivated by the existing works, we are focused on the co-
operative spectrum sensing scheme design based on RL, includ-
ing channel selection and cooperation partner selection, aiming
at improving the performance of spectrum sensing in dynamic
CR networks.

III. SYSTEM MODEL

We consider a CR network as shown in Fig. 1, consisting of
K randomly distributed SUs. The CR network coexists with the
primary network, and there are L primary channels that can be
accessed by the SUs opportunistically. Let SUk, 1 ≤ k ≤ K
represent secondary user k, and Nk denote the set of indexes
of the neighbors of SUk. Let ci, 1 ≤ i ≤ L denote primary
channel i. Different from the static network scenario in [13],
we consider a dynamic distributed CR network, wherein SUs
move randomly in the network. In this case, we assume that the
detection capability of each SU is time varying due to its mobil-
ity and the effects of fading and shadowing, and is unknown to
other SUs.

When there is a demand at SUk, SUk attempts to find an
idle primary channel to access. Specifically, SUk needs to scan
all the primary channels sequentially until successfully finds an
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Fig. 1. Cognitive radio network.

available channel or fails. To speed up this procedure thus re-
ducing scanning overhead and access delay, proper scanning or-
der of the primary channels plays a vital role. On the other
hand, cooperative spectrum sensing is a promising technology
to effectively combat shadowing and multipath fading, which
are the main factors affecting the detection accuracy of a sin-
gle user. Thus, SUk can select one or more partners among its
neighbors to perform cooperative spectrum sensing, in order to
improve the detection efficiency. More importantly, the part-
nership among SUs for cooperative spectrum sensing should be
adapted to the varying network environment, so as to maximize
the achievable cooperation gain. How to choose the proper part-
ner is one of the key challenges for cooperative sensing in dy-
namic CR networks.

Therefore, the essential motivation of this work is to address
two key issues in dynamic distributed CR networks, i.e., 1)
what kind of scanning order of the primary channels should be
adopted by the SU so that it can quickly access an available
channel? 2) How to choose the proper partner for cooperative
sensing to improve the detection efficiency when the detection
capabilities of the other SUs are unknown? To this end, we fo-
cus on the distributed and self-learning channel selection and co-
operation partner selection strategies in dynamic CR networks,
aiming at improving the performance in terms of the scanning
overhead, access delay, and detection efficiency.

IV. COOPERATIVE SPECTRUM SENSING SCHEME
DESIGN

A. Q-learning based Channel Selection Algorithm

Q-learning is a widely used reinforcement learning algorithm.
In Q-learning model, an agent in state s ∈ S interacts with
the environment by taking an action a ∈ A and then obtains
a reward r (s, a) subsequently. Based on reward r (s, a), the
agent updates Q-valueQ (s, a) and transits to state s′. The agent
learns from the state-action-reward history. Q-value Q (s, a) is

Table 1. Main variables.

Variables Description
K Number of SUs
NK Set of indexes of neighbors of SUk

L Number of primary channels
ci Primary channel i
p̂kt (j) Estimated detection probability of SUk time t
sj (ci) Status of channel ci maintained by SUj

W j
t (ci) Aging weight of sj (ci)

rk (st, ci) Reward of SUk selecting channel ci at time t
Qk (st, ci) Q-value of channel ci maintained by SUk

α Learning rate in Q-learning algorithm
Rt Reward in D-UCB algorithm
γ Discount factor in D-UCB algorithm
akt Cooperation partner selected by SUk at time t

updated by:

Q (s, a) ← (1− α)Q (s, a)

+ α

{
r (s, a) + βmax

b∈A
[Q (s′, b)]

}
, (1)

where α is the learning rate, 0 ≤ α ≤ 1. With α closer to 0, the
agent learns fewer from instant rewards and concentrates more
on the history. β is the discount factor, 0 ≤ β ≤ 1, denoting the
attenuation of the rewards in future.

In the considered CR network, SUs can only access the va-
cant primary channels opportunistically. Thus, the first question
is: What kind of scanning order of the primary channels should
be adopted by the SU so that it can quickly access an avail-
able channel? Different from the traditional sequential scanning
strategy, which may lead to high scanning overhead and access
delay, we leverage Q-learning approach to guide the SUs to de-
termine the scanning order of the primary channels, so as to re-
duce the scanning overhead and access delay. In the proposed
Q-learning model for channel selection, state st indicates the
status of the primary channels, i.e., whether the primary chan-
nels are occupied by the PUs at time t. SUs act as the agents to
learn the occupancy pattern of the primary channels, so that they
can access the vacant primary channels opportunistically with-
out affecting the transmission of the PUs. When a call arises at
SUk, it takes an action by scanning a particular primary chan-
nel, e.g. channel ci, and gets a real-valued reward evaluating the
choice of the action, which is given by

rk (st, ci)=



1−
∑

j∈Nk∪{k}

(1−sj(ci))∗W j
t (ci)∗p̂

k
t (j)

|Nk|+1 ,

if sk (ci) = 1

−
∑

j∈Nk∪{k}

(1−sj(ci))∗W j
t (ci)∗p̂

k
t (j)

|Nk|+1 ,

if sk (ci) = 0,

(2)

whereNk represents the set of indexes of the neighbors of SUk.
sj (ci) is the status of channel ci maintained by neighbor SUj ,
where sj (ci) = 1 if channel ci was detected being idle and
SUj accessed it successfully, otherwise sj (ci) = 0. W j

t (ci) =
exp

(
−
(
t−tj (ci)

))
is the aging weight of sj (ci), where t is

the current time, tj (ci) is the time when SUk obtained sj (ci).
p̂kt (j) is the detection weight of SUj estimated by SUk at time t,
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representing the estimated detection probability of SUj , which
is given by (5).

Distinct from the work in [13], the devised reward function in
(2) takes into consideration not only the timeliness of the infor-
mation from the neighbors but also the detection ability of the
neighbors, so that SUs can acquire the changes in channel sta-
tus more efficiently, leading to a better estimation of the channel
status. According to (2), the reward rk (st, ci) is calculated in
different ways depending on the value of channel status sk (ci).
Precisely, SUk will get a positive reward if sk (ci) = 1 indicat-
ing it is able to access channel ci successfully, otherwise a neg-
ative reward. To accelerate the learning procedure with a better
view of the recent usage of the primary channels, the compu-
tation of reward is based on the channel status maintained by
both SUk and its neighbors, weighted by the user-specific ag-
ing and detection weights. It is worth mentioning that each SU
maintains the detection weights of its neighbors locally, which
are acquired by the proposed cooperation partner selection algo-
rithm in the subsequent section.

After obtaining the reward, SUk updates the corresponding
Q-value by:

Qk (st+1, ci) = (1− α) ·Qk (st, ci)

+ α ·
{
rk (st, ci)− exp(−τ ·m)

}
, (3)

where τ is a constant system parameter, 0 ≤ τ ≤ 1. m rep-
resents that SUk scans channel ci at the mth attempt to find an
idle channel. The augmented term exp(−τ ·m) applies a bias
to the channel with large value of m, thus increasing the prob-
ability that the channel with large value of m will be scanned
preferentially. In this way, SUs can find the available primary
channel more quickly, thereby reducing the number of attempts.
Note that parameter τ controls the curvature of the function
exp(−τ ·m), thereby controlling the degree of difference in the
value of the term exp(−τ ·m) with respect to different m. The
role of the augmented term in updating the Q-value depends on
τ , and the optimal value of τ may vary with the network set-
tings. To focus on the effect ofm on the Q-value, we set τ equal
to 1 in the performance evaluations as presented in Section V.
As the learning process proceeds, SUk keeps updating the Q-
values of the primary channels. The larger the corresponding
Q-value, the more likely the channel being available. Conse-
quently, a scanning preference list of the channels is formed in
decreasing order of the Q-values, which is adjusted dynamically
as the Q-values are updated.

As mentioned before, when there is a demand at SUk, it needs
to choose a channel to scan according to a certain strategy. In Q-
learning model, only the Q-value related to the selected channel
is updated. Consequently, if some channels are not selected for
a period of time, the corresponding Q-values cannot be updated
promptly, such that these Q-values fails to accurately charac-
terize the status of the channels. On the other hand, due to the
time-varying property and randomness of the occupancy pattern
of the primary channels, the channels which were occupied in
the past period may become idle recently. In this case, select-
ing these channels is not only helpful for exploring other possi-
ble options, but also for updating the related Q-values promptly.
Therefore, different from the work in [13] which always exploits

the best strategy acquired so far while neglecting the exploration
of other possible choices, we adopt ε-greedy strategy [11] as the
action select selection strategy in order to strike a balance be-
tween exploitation and exploration. To be specific, SUk selects
the channel with the highest priority in the scanning preference
list with a probability of 1 − ε in exploitation stage, whereas
randomly selects a channel with a probability of ε in exploration
stage. In this case, parameter ε, 0 ≤ ε ≤ 1, controls the degree
of exploration versus exploitation. For small ε, SUk is mainly
focused on utilizing the best channel selection that has been per-
formed so far to reduce scanning overhead and access delay. On
the contrary, for large ε, SUk is more inclined to look for other
possible channels to improve the efficiency.

B. D-UCB based Cooperation Partner Selection Algorithm

Cooperative spectrum sensing is an effective way to overcome
the shortcomings of single node sensing. It should be noted that
if a SU cooperates with a partner with poorer detection abil-
ity, the partner may degrade the detection performance [9]. In
order to improve the detection efficiency, each SU should se-
lect the ones with stronger detection ability as partners. But the
more partners participant in cooperation, the higher overhead
and complexity. Therefore, we propose that each SU selects the
neighbor with the strongest detection ability as the cooperation
partner to detect the primary channel of interest, so as to strike a
balance between efficiency and overhead. However, due to the
mobility of users and the time variation of wireless channels,
the detection ability of each SU may change dynamically and
is unknown to other SUs in the distributed network scenario.
In this case, each SU needs to estimate the detection ability of
its neighbors, so that it can select the proper cooperation part-
ner to improve the detection efficiency. To this end, we model
the partner selection algorithm as a D-MAB problem, wherein
each SU estimates the detection probability of its neighbors in
a dynamic situation, and learns about the cooperation partner
selection strategies to maximize the detection efficiency.

MAB problem is one kind of RL problem wherein a gambler
(agent) plays a slot machine (arm). At time t, by pulling arm
a ∈ A, the agent gets the reward Rt = 1 with a probability of
p(a), otherwise Rt = 0. The agent learns to choose the most
optimal arm among the available arms so as to maximize the
total reward. In the cooperative spectrum sensing scenario con-
sidered in this paper, each SU acts as the learning agent, and its
neighbors which are candidates for cooperation partner act as
the arms of the bandit. At time t, SUk chooses action a = f by
pulling arm f , representing that it selects SUf as its cooperation
partner. The resulting reward Rt relies on whether the selected
cooperation partner can detect the channel correctly, which is
given by

Rt =

{
1, if the detection result is right
0, otherwise.

(4)

Let pkt (f) denote the expected reward of SUk choosing SUf as
cooperation partner. According to (4), it can be seen that pkt (f)
actually represents the detection probability of SUf at time t.

To address the cooperation partner selection in dynamic CR
networks scenario, we model it as a D-MAB problem. Distinct
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from MAB problem, D-MAB problem assumes the reward dis-
tribution is time varying, which is more suitable for the practical
network environment. To be specific, in exploration stage, SU
selects each neighbor fairly and estimates the detection proba-
bility of each neighbor based on the obtained reward. In this
way, SU can get a better estimation of the detection probability
at the cost of losing the opportunity to select the best neigh-
bor. In exploitation stage, SU selects the potentially best neigh-
bor as its cooperation partner based on the estimated detection
probability to maximize the reward. In this case, it lacks explo-
ration of other possible options. Consequently, the exploration-
exploitation tradeoff is crucial for solving the D-MAB problem.

The discounted upper confidence bound (D-UCB) algo-
rithm [23], [24] utilizes a discounted rate to address the
exploration-exploitation tradeoff for the D-MAB problem.
Based on D-UCB algorithm, we devised a cooperation partner
selection algorithm for dynamic CR networks. Since the de-
tection probability of SUs varies with time, the recent rewards
play a more important role than the previous rewards in the es-
timation of detection probability. We can use a discount fac-
tor to give different weight to the reward obtained at different
time. Thus, for SUk, the estimated detection probability p̂kt (f)
of neighbor SUf at time t is updated by

p̂kt (f) =
∑t

s=1
γt−sRsI{ak

s=f}, (5)

where γ is the discount factor, 0 < γ < 1. aks is the action
selection strategy, and I{ak

s=f} is an indicator function, where
I{ak

s=f} = 1 if SUk selects SUf as the cooperation partner at
time s, i.e., aks=f , otherwise I{ak

s=f} = 0.
To maximize the total reward, the partner selection strategy

should take into account both the estimated detection probability
and the exploration degree of the neighbors. At time t, SUk

selects the cooperation partner by the following rule:

akt = argmax
f∈Nk∪{k}

[
p̂kt (f) + c

√
log nkt
nkt (f)

]
, (6)

nkt (f) =
∑t

s=1
γt−sI{ak

s=f}, (7)

nkt =
∑

f∈Nk∪{k}

nkt (f), (8)

where nkt (f) denotes the discounted number of times that SUf

is selected as the partner by SUk up to time t. In (6), the
first term is the estimated detection probability of SUf , which
is given by in (5). The second term represents the exploration
degree of SUf , and it is inversely proportional to the relative
number of times that SUf is selected as the cooperation partner.
Accordingly, the higher the detection probability of SUf , the
more likely it will be selected as the partner. At the meanwhile,
the fewer times SUf was selected as the partner in the past, the
larger the value of the second term, thus the more likely SUf

will be selected. The benefit of introducing the second term is
that the cooperation partner selection strategy can fully explore
all the possible options. c is a system parameter, which controls
the degree of exploration versus exploitation. If c is set prop-
erly, a good balance between exploration and exploitation can

Table 2. RL enabled cooperative spectrum sensing scheme.

Input : The set of SUs, W k
t−1 (ci) and Qk (st−1, ci) for all

k and all ci, p̂t−1 (f) for all k and f ∈ Nk ∪ {k}.
for each SUk do
if (a demand appears) then

success = 0;attempt = 0;
repeat

Select a channel ci by ε-greedy strategy based on the
scanning preference list of channels;
Select a cooperation partner SUf with (6) - (8);
if (SUf detects correctly) then
Rt = 1;

else
Rt = 0;

end
Update p̂kt (f) with (5);
Calculate W j

t (ci) for all j ∈ Nk ∪ {k};
if (SUk accesses ci correctly) then
sk (ci) = 1;

rk (st, ci)= 1−
∑

j∈Nk∪{k}

(1−sj(ci))∗W j
t (ci)∗p̂

k
t (j)

|Nk|+1 ;

success = 1;
else
sk (ci) = 0;

rk (st, ci)=−
∑

j∈Nk∪{k}

(1−sj(ci))∗W j
t (ci)∗p̂

k
t (j)

|Nk|+1 ;

end
Update Qk (st, ci) with (3);
++attempt;

until success = 1 || attempt = M
if (success = 0)

Declare call blocked;
end
Broadcast sk (ci) to neighbors;

end
end

be achieved. Note that if the estimated detection probability of
SUk is higher than that of all its neighbors, then SUk will detect
the selected primary channel by itself. Besides, if nkt (f) = 0,
SUf will be chosen firstly.

It’s worth mentioning that the proposed partner selection al-
gorithm is not limited to the scenario of selecting one partner,
but also can be extended to the scenario of selecting multiple
partners. Let Ncoop be the size of cooperation cluster for spec-
trum sensing, i.e., the number of SUs participating in channel
detection. In case that multiple partners are considered, i.e., the
case of Ncoop > 1, SUk can apply the selection rule in (6) to
select the first Ncoop neighbors (itself may be included) as the
cooperation partners.

C. RL enabled Cooperative Spectrum Sensing Scheme

In summary, the proposed RL enabled cooperative spectrum
sensing scheme consists of the aforementioned Q-learning based
channel selection algorithm and the D-UCB based cooperation
partner selection algorithm, as presented in Table 2. Particularly,
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with the proposed Q-learning based channel selection algorithm,
each SU learns the occupancy pattern of the primary channels,
so that a scanning preference list can be formed accordingly to
determine the detection order of the primary channels. Mean-
while, with the proposed D-UCB based cooperation partner se-
lection algorithm, each SU estimates the detection probability
of its neighbors in a dynamic situation, and selects the neighbor
with the potentially highest detection probability as the partner
to perform the cooperative spectrum sensing.

In practical implementation, the proposed RL enabled coop-
erative spectrum sensing scheme is performed in a distributed
manner without any central controller. Specifically, it is exe-
cuted at each SU individually, and only depends on the locally
maintained information and limited information interaction with
neighbors. In the dynamic distributed CR network considered in
this paper, SUs exchange the management messages via the ded-
icated common control channel, whereas send and receive the
data packets by opportunistically occupying the primary chan-
nels.

Taking SUk for example, it maintains the status and Q-value
of each primary channel thus the scanning preference list, as
well as the estimated detection probability of itself and its neigh-
bors. Moreover, it also collects the channel status maintained by
its neighbors, which is received via the dedicated control chan-
nel. When there is a demand at SUk, it selects a primary chan-
nel to detect and attempt to access by ε-greedy strategy based
on the scanning preference list. Moreover, by applying the se-
lection rule in (6), SUk chooses SUf as the cooperation part-
ner, and sends a notification message to inform SUf to detect
the selected primary channel. Once SUf finishes the detection,
it reports the result to SUk. Then, SUk makes the final deci-
sion based on the received detection result. In case that multiple
cooperation partners are selected, SUk will send a notification
message to each partner. The partners detect the selected pri-
mary channel individually, and report the results to SUk. Then,
SUk fuses the detection results of the partners based on a certain
fusion rule, such as the majority rule or the weighted rule [25],
to make the final decision. If the final decision is that the pri-
mary channel is idle, SUk tries to access the channel. Based
on the detection and access result, SUk updates the correspond-
ing channel status, so that it can calculate the resulting reward
with (2), and update the corresponding Q-value with (3) and the
estimated detection probability with (5), respectively. If the se-
lected primary channel is detected busy or SUk fails to access
it due to detection error, SUk will reselect a channel among the
residual channels and try it again by repeating the above proce-
dures, until it successfully finds an idle channel. In case SUk

fails with a maximum number of attempts, the call is blocked.
Finally, SUk updates the scanning preference list based on the
updated Q-values, and broadcasts the updated channel status to
its neighbors via the dedicated control channel.

The time complexity of proposed channel selection and co-
operative partner selection algorithms are O (L) and O (N), re-
spectively. In the worst case, the time complexity for one call is
O (M (L+N)). Here, M is the maximum number of attempts
for each call before declaring a call block. L is the total num-
ber of the channels in primary network. N is the number of the
neighbors.

Remark: It should be noted that the dynamic distributed CR
network considered in this work is a non-stationary environ-
ment, wherein the occupancy pattern of the primary channels
is presumed to be fixed, whereas the detection capability of
each SU is presumed to change over time due to the mobility
and the time variation of wireless channels. The effectiveness
of the proposed algorithms in such a non-stationary environ-
ment depends on the same assumption as in [26], [27], i.e.,
we assume that the environment changes slowly enough such
that on-line RL algorithms can be employed to keep track of the
changes. Specifically, we assume the low mobility of the SUs,
hence the changes in detection probability of the SUs are not
frequent, such that each SU can learn the detection probability
of its neighbors before they have changed. Under this assump-
tion, the non-stationary environment in large time-scale can be
viewed as consisting of a series of stationary environment con-
texts in small time-scale. And we focus on the solutions in the
small time-scale environment context in this work.

In order to broaden the applicability of the proposed al-
gorithms in non-stationary environments, the issues with as-
sumption relaxation and developing RL algorithms for non-
stationary environment models need to be addressed. Recently,
this concern has led to diverse research efforts, ranging from
hidden-mode MDP based varying environment modeling [26],
to model-based method for detecting changes in environment
models [27], to context detection based RL algorithm [28] and
its extension [29], to repeated update Q-learning [30], and so on.
Motivated by these prior works, we will investigate an extension
to the proposed algorithms as a direct solution for non-stationary
environment in our future research. One possible solution is to
combine the change detection design of environment contexts
with the algorithms proposed in this work. Besides, develop-
ing the proper learning rate adaption mechanism to speed up
convergence and the issue with computational efficiency in non-
stationary environment are the important topics along this line
that deserve further research.

V. NUMERICAL RESULT

In this section, we evaluate the performance of the proposed
cooperative spectrum sensing scheme. The performance metrics
include average number of attempts, average call block rate, and
average detection probability. Specifically, the average number
of attempts represents the average number of times that a SU has
tried for a successful access to the primary channel. The average
call block rate means the ratio of the number of the call blocked
due to access failure to the total number of the call requests gen-
erated at a SU. The average detection probability indicates the
probability of correctly detecting the status of the channels.

A. Simulation Setup

It is assumed that time is discrete with fixed time unit. In the
primary network, there are 10 channels, and the PU usage rate
of each channel varies from 40% to 90% [13]. The call holding
time is assumed to follow exponential distribution with mean
value µ = 4 time units for the PUs. In the CR network under
consideration, there are 10 SUs, each of which has 4 neighbors.
The traffic is generated following Poisson process with mean
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Fig. 2. Average number of attempts for different α.

arrival rate λ = 2 per time unit. The detection probability of
each SU changes randomly every 10 time units with a range
from 0 to 1, due to its mobility and the effects of fading and
shadowing. It is assumed that the maximum number of attempts
for a call is 5. In case that a SU fails to access a channel after 5
attempts, its call will be abandoned and announced blocked. In
the following simulation, ε in ε-greedy strategy is set to 0.3. τ
in (3) is set to 1. c in (6) is set to 0.8.

B. Effect of System Parameters on the Performance of the Pro-
posed Algorithm

In the proposed channel selection algorithm, parameter α is
the learning rate, which determines the accuracy of the predic-
tion of channel status thus the effectiveness of the resulting scan-
ning preference list. It should be noted that the optimal value of
α may vary with the network settings. Fig. 2 shows the average
number of attempts versus PU usage rate for different α. It can
be seen from Fig. 2 that the different learning rate α leads to
the different average number of attempts for a successful chan-
nel access. When α is set to 0.5, the proposed scheme achieves
the least average number of attempts in the considered network
scenario. It reveals that the agent can not obtain good learning
result if it is only focused on the instant rewards or the history.
Learning from both the instant rewards and the history can bet-
ter perceive the changes in the channel status and obtain a more
accurate scanning preference list consequently. Thus, SUs can
find an idle channel more quickly so as to reduce the scanning
overhead and access delay.

In the proposed cooperation partner selection algorithm, pa-
rameter γ controls the weight of the recent reward when learning
the detection probability of the neighbors, thereby determining
the validity of the selection of cooperation partner. Fig. 3 shows
the average detection probability versus PU usage rate for dif-
ferent γ. It can be observed from Fig. 3 that different discount
factor γ achieves different average detection probability. Over-
all, γ=0.8 is more suitable for the considered network scenario.
This stems from the fact that the detection probability of each
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Fig. 4. Average number of attempts for different algorithms.

SU varies randomly every 10 time units in the simulation set-
tings, that means a relatively rapid change in the reward distri-
bution. In this case, γ taking a value close to 1 helps to estimate
the dynamic detection probability of the neighbors more pre-
cisely. Therefore, each SU is more likely to choose the potential
best neighbor as the cooperation partner, so as to improve the
detection efficiency.

C. Performance Gain of the Proposed Scheme with Respect to
the Baseline

To evaluate the performance of the proposed cooperative
spectrum sensing scheme, we compare it with other two al-
gorithms. The first reference algorithm is the one proposed
in [13], denoted as “QLNC”, wherein SUs select channel based
on a Q-Learning approach without consideration of the coop-
eration among SUs. The second reference algorithm is denoted
as “QLKN”, which incorporates the “QLNC” algorithm with the
K/N rule [31] to perform cooperative spectrum sensing. Accord-
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Fig. 5. Average call block rate for different algorithms.

ing to the results presented in Section B, parameters α and γ are
set to be 0.5 and 0.8 in the following comparison, respectively.

Firstly, we compare the proposed channel selection algorithm
with the “QLNC” algorithm in the case that the two algorithms
combine with local detection rather than cooperative sensing.
Figs. 4 and 5 show the average number of attempts and average
call block rate versus PU usage rate for different algorithms re-
spectively. It can be seen from Figs. 4 and 5 that both average
number of attempts and average call block rate increase with
PU usage rate. Intuitively, with the increase of PU usage rate,
the possibility of choosing a busy channel in exploration stage
increases accordingly, thus SUs need to try more times to ac-
cess an idle channel even probably drop the call finally. More
importantly, as shown in Figs. 4 and 5, the proposed channel
selection algorithm outperforms the “QLNC” algorithm in all
the cases. The reason is twofold. First, it is attributed to the de-
vised reward function in (2), which takes into consideration not
only the timeliness of the information from the neighbors but
also the detection ability of the neighbors, so that SUs can ac-
quire the changes in channel status more efficiently, leading to a
better estimation of the channel status. In contrast, the “QLNC”
algorithm only considers the timeliness of information from the
neighbors. Second, it is owing to the ε-greedy strategy, so that
SUs can choose the potentially best channel meanwhile explor-
ing other possible options. As a result, with the proposed chan-
nel selection algorithm, SUs can reduce the number of attempts
and the call block rate, thus reducing the scanning overhead and
access delay.

Then, we compare the performance of the proposed cooper-
ative spectrum sensing scheme with the “QLNC” and “QLKN”
algorithms in terms of average number of attempts, average de-
tection probability, and average call block rate, as shown in
Figs. 6–8, respectively. Fig. 6 shows the average number of at-
tempts versus PU usage rate for different algorithms. It can be
seen that the average number of attempts increases with PU us-
age rate in all algorithms. Given a PU usage rate, the num-
ber of attempts required to find an idle channel mainly relies
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Fig. 7. Average detection probability for different algorithms.

on the accuracy of the prediction of channel status. The more
accurate the prediction, the less number of attempts. As de-
scribed in the analysis of Fig. 4, the proposed scheme is more
sensitive to the changes in channel status, thus obtaining more
accurate knowledge about the channel status compared to the
“QLNC” and “QLKN” algorithms. Consequently, the proposed
scheme achieves the least average number of attempts, so as to
reduce the scanning overhead and access delay. Moreover, the
proposed scheme introduces cooperative spectrum detecting in
addition to the Q-learning based channel selection, whereas the
“QLNC” algorithm does not consider any cooperation among
SUs when detecting channels. As a result, the superiority of the
proposed scheme over the “QLNC” algorithm is increased sig-
nificantly compared to the results in Fig. 4. Additionally, since
the proposed algorithms with different parameters achieve dif-
ferent performance as shown in Figs. 2 and 3, there is a gap
between the case with α = 0.5 and γ = 0.8 and the case with
α = 0.5 and γ = 0.5.
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Fig. 8. Average call block rate for different algorithms.

Fig. 7 shows the average detection probability versus PU us-
age rate for different algorithms. It can be seen from Fig. 7 the
proposed scheme with α = 0.5 and γ = 0.8 outperforms the
other two reference algorithms evidently. On one side, only lo-
cal detection rather than cooperative detection is utilized in the
“QLNC” algorithm, while cooperative detection is employed
in both the proposed and “QLKN” algorithms. Therefore, the
“QLNC” algorithm attains the lowest detection probability. On
the other side, in the proposed scheme, each SU learns the
dynamic detection probabilities of its neighbors, and selects
the neighbor with the highest estimated detection probability
as the partner to detect the channel cooperatively, whereas the
“QLKN” algorithm fuses the detection results of the neighbors
based on the “K out of N” rule to make the final decision. As
a result, the proposed scheme can significantly improve the de-
tection efficiency, while the detection efficiency of the “QLKN”
algorithm may be degraded due to the poor detection capabili-
ties of some neighbors.

Fig. 8 shows the average call block rate versus PU usage rate
for different algorithms. Consistent with the results in Fig. 6,
the average call block rate increases with the PU usage rate in
all algorithms, and the proposed cooperative spectrum sensing
scheme attains the lowest average call block rate compared to
the “QLNC” and “QLKN” algorithms. With the increase of the
PU usage rate, the number of available channels decrease, thus
resulting in the increase of the average call block rate. Owing
to the advantages in the number of attempts and detection prob-
ability as shown in Figs. 6 and 7, the proposed scheme is sig-
nificantly superior to the reference algorithms in terms of call
block rate, so that the proposed scheme is able to provide better
service guarantees for SUs.

D. Effect of the Size of Cooperation Cluster on the Performance
of the Proposed Scheme

In the previous simulation experiments, we are focused one
the case of Ncoop = 1. Next, we evaluate the effect of Ncoop on
the performance of the proposed cooperative spectrum sensing
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scheme. In this experiment, when there is a demand at SUk,
it selects the first Ncoop neighbors as the cooperation partners
according to (6)–(8). The selected Ncoop partners detect the
channel of interest individually, and report the results to SUk.
SUk fuses the received detection results to make the final de-
cision based on the majority rule or the weighted rule [25].
When fusing based on the weighted rule, the detection results
are weighted based on the corresponding estimated detection
probability.

Figs. 9–11 show the average number of attempts, average call
block rate, and average detection probability versus PU usage
rate for different Ncoop and fusion rules, respectively. Note that
the case of Ncoop = 1 can be considered as a special case of
fusing the detection result of one partner based on the major-
ity rule. As shown in Figs. 9–11, the performance of the pro-
posed cooperative spectrum sensing scheme decreases with the
increase of the size of cooperation cluster when fusing based on
the majority rule. This is due to fact that the partner with poor
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detection capability will degrade the accuracy of the final de-
cision, thus lowering the detection efficiency of the cooperation
cluster accordingly. On the other hand, with the consideration of
the difference in detection capabilities of the different partners,
weighting the detection results based on the detection proba-
bility can improve the accuracy of the final decision, thereby
achieving higher cooperation gain. Therefore, the performance
obtained by the weighted rule is superior to that obtained by the
majority rule. It reveals that the performance of the proposed
scheme can be further improved by introducing more partners
and adopting appropriate fusion rule, at the cost of an increase
in overhead.

VI. CONCLUSION

In this paper, we proposed a RL enabled cooperative spec-
trum sensing scheme, consisting of the Q-learning based chan-
nel selection algorithm and the D-UCB based cooperation part-
ner selection algorithm. With the proposed scheme, SUs learn
the occupancy pattern of the primary channels to select a proper
channel to access, meanwhile SUs also learn the dynamic detec-
tion probability of the neighbors to choose the cooperation part-
ner. Simulation results demonstrate that the proposed scheme
achieves less number of attempts, higher detection probability,
and lower call block rate compared with the reference algo-
rithms, thus reducing the scanning overhead and access delay
while improving the detection efficiency.
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