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Abstract—When designing routing protocols for wireless sensor networks, the principal challenge is to prolong the network’s lifespan by effectively using the limited battery energy of the sensor nodes. To address this issue, we propose an energy-efficient routing protocol employing a two-level tree-based clustering (called EE-TLT) approach to stabilize and efficiently use the sensor node’s energy. In EE-TLT, the regional network is logically divided into clusters, with the number of nodes balanced in each cluster. Within each cluster, the nodes are again separated into polygons and the data is transmitted only via short links using a two-level routing tree, which is composed of one or more minimum spanning trees based on the Kruskal algorithm with a sub-cluster head (sub-CH) node serving as the root and a two-level tree linking sub-CHs at different polygons and the base station (BS). To determine the cluster head or relay cluster head node in each polygon or sector respectively, EE-TLT considers the energy residual and distance among candidate nodes and the BS. Furthermore, EE-TLT selects the optimal data transmission stage length in each round, significantly increasing the number of data packets that the BS receives. Our experimental results demonstrate that EE-TLT not only further balances the energy consumption among sensors but also improves the ratio of data packets accepted by BS and energy efficiency compared to the LEACH-VA, PEGCP, and STDC by approximately 25%, 15%, and 10%, respectively, in both homogeneous and heterogeneous networks. The code and the simulation results of EE-TLT may be found at https://tinyurl.com/ee-tlt-wsn.
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I. INTRODUCTION

Wireless sensor networks (WSNs) involves numerous micro-sensor nodes that are placed in the natural environment to support various applications such as forest fire alarm systems [1], environmental monitoring [2], [3], health care systems [4], battlefield surveillance [5], smart homes, and intelligent transportation systems [6]. Due to their tiny size, cheap price, restricted processor abilities, memory, bandwidth, and resources, sensor nodes cannot replace or recharge their batteries in harsh areas where humans cannot access them [7]. Therefore, designing energy-efficient routing protocols for WSNs is crucial to stabilize energy consumption and increase the network’s lifespan [8], [9]. The low-energy adaptive clustering hierarchy (LEACH) protocol, proposed by Heinzelman et al. [10], is an example of a protocol that distributes nodes into clusters and designates a control node as the cluster head (CH) responsible for gathering data packets from non-CH nodes within the cluster. The CH then combines the data for enhanced security and reliable information and transmits it to the base station (BS) [11], [12]. The other nodes transmit their data packets to their respective CHs, allowing LEACH to reduce energy usage and prolong the network’s lifespan. However, the CHs may deplete their batteries faster due to increased workload and communication over longer distances with the BS. As a result, the CH role should be randomly assigned to other nodes to achieve balanced energy dissipation in the network. Unlike LEACH, centralized LEACH (LEACH-C) [10], [13] uses the BS for CH selection and cluster formation, reducing control message overhead and enabling the identification of the maximum amount of clusters in each round using a block-based clustering approach. Furthermore, LEACH suffers from long-distance communication between nodes and their CHs and the BS, leading to faster battery depletion. LEACH-VA [14] improves upon LEACH by using Voronoi cells and ant colony optimization to optimize multi-hop communication in intra-clusters. Another approach, called power-efficient gathering in sensor information systems (PEGASIS) [15], constructs a long chain of nodes with a greedy algorithm and selects a node to be the CH for data fusion and transmission. However, PEGASIS suffers from the overload of the selected CH and long distances to the BS. The power efficiency grid-chain routing protocol (PEGCP) [16] aims to reduce energy consumption in WSNs by dividing devices of the network into virtual cells and using a chain communication scheme. PEGCP outperforms LEACH in terms of energy efficiency and network lifespan, but has some drawbacks. PEGCP does not ensure balanced energy consumption among smart sensor devices due to randomly deployed nodes and fixed cell division, and there may be long communications due to a single chain algorithm. Mittal et al. [17] suggested a tree-based clustering and threshold-sensitive routing approach that uses an enhanced flower pollination algorithm (EFPA) to connect sensor nodes into a routing tree with CH as the root. The experiment results show that tree-based routing protocols significantly reduce energy consumption compared to chain-based and block-based routing mechanism [18]–[20]. Overall, the energy efficiency of routing protocols is crucial for prolonging the lifespan of the network and balancing energy consumption in WSNs. To address this, we propose a two-
level tree-based clustering routing protocol called EE-TLT. Our contributions are as follows:

1) We distribute alive nodes into different sectors (clusters) based on their location in the monitoring zone to ensure an equal number of nodes in each cluster.
2) We select CH nodes in each cluster based on remaining energy and distance to the BS, determining which node becomes the sub-cluster head (sub-CH) or relay-cluster head (relay-CH).
3) We build a two-level tree for establishing data transmission paths from nodes to the BS in order to avoid long links by creating several minimum spanning trees (MSTs) for the first-level intra-polygon and the second-level inter-polygon communication.
4) We analyze the length of the data transmission stage to determine optimal durations for increasing the number of successfully delivered data packets.
5) Finally, we conduct extensive experiments and find that EE-TLT outperforms LEACH-VA, PEGCP, and STDC by approximately 25%, 15%, and 10%, respectively, in terms of energy efficiency in both homogeneous and heterogeneous networks.

To facilitate the organization and presentation of our findings, we have structured our work as follows: In Section II, we present an overview of related works. We then introduce the system model employed in our study in Section III and provide a detailed account of the EE-TLT in Section IV. The simulation results are thoroughly analyzed and evaluated in Section V. Finally, we conclude our study in Section VI, where we present our overall findings and conclusions.

II. RELATED WORKS

In hierarchical routing mechanisms, protocols can support both similar and different network models with multi-hop and single-hop communication modes for WSNs [21]–[23]. This section briefly outlines the previous research on improving energy efficiency in hierarchical routing protocols, which can be classified into three types: block-based, chain-based, and tree-based routing schemes [24].

A. Block-based Routing

Several protocols have been proposed to increase energy efficiency in WSNs through effective clustering routing protocols. These protocols include SEECP by Mittal et al. [25], which selects CHs based on the residual energy of sensing nodes and calculates the optimal radius around the BS to reduce transmission costs. Liu et al. [26] proposed an energy-efficient routing protocol based on a two-dimensional monitoring zone that is divided into cells, and a candidate node is selected in each cell to become the CH based on its energy level and the number of neighbors. These CHs collect and forward data to the BS. Liu et al. [27] also proposed a routing protocol (IEE-LEACH) that chooses CHs based on the network’s average energy, the initiation energy of nodes, and the residual energy of alive nodes. Nodes nearer to the BS than CHs directly transmit data to the BS. Tang et al. [28] proposed a reliable and energy-efficient routing protocol called DSEEERA, which uses Dempster Shafer’s evidence theory to fuse idleness degree, energy-dense factor, and transmission energy-efficient ratio to determine the optimal routing. However, the computation of the probability function in DS-based protocols has high complexity, which may not be practical for sensor nodes with limited computation capacity. Firdous et al. [29] proposed efficient clustering-based routing for energy management in the WSN-assisted Internet of things (PERC), in which the clustering algorithm according to K-means is used to distribute nodes into clusters. The selection CHs and main CH are based on the relative location and residual energy of sensing nodes. PECR decreases the energy used and extends the lifespan of the network. However, the single-hop communication intra-cluster does not guarantee the minimum energy consumption.

B. Chain-based Routing

Marhoon et al. [30] proposed the deterministic chain-based routing protocol (DCBRP), which is another clustering mechanism routing scheme commonly utilized to improve energy efficiency in WSNs. DCBRP includes three mechanisms: backbone formation, chain head node selection (CHS), and next-hop selection. The backbone formation mechanism divides the network area into clusters, and the CHS mechanism selects the CH for each cluster based on residual energy and distance to the BS. The next-hop selection mechanism connects nodes in the network into the chain for data transfer, choosing the appropriate next-hop to prevent connection failure. Zi and Chen et al. [31] proposed the branched-chain routing protocol (BranChain) to improve the PEGASIS protocol [15]. BranChain evaluates node weights based on energy residual levels and distance from the BS and selects the node with the highest weight to become the CH. Each node then finds the nearest node to connect to the branched-chain using the greedy algorithm. Aziz et al. [32] proposed an efficient energy routing scheme by combining a chain formation algorithm and data fusion, a data compression method that reduces the data packet size before forwarding it to the BS, thereby prolonging the network lifetime. Experimental results show that this scheme is more efficient than PEGASIS and ETCS protocols due to not using data compression. However, data compression before transmission increases the complexity of calculations in nodes. Overall, chain-based clustering and data fusion techniques can be used to improve energy-efficient routing in WSNs.

C. Tree-based Routing

Energy-efficient routing is crucial for the longevity of WSNs; hitherto, various routing protocols have been developed to achieve this goal, including tree-based clustering. Kim et al. [33] proposed a tree-based clustering scheme called TBC, where each node in a cluster constructs a tree based on distance information from member nodes to their CH. They also developed a real-time data collection scheme based on a MST constructed by the CHs [18] named STDC, which has been developed based on a distributed clustering process in heterogeneous wireless sensor networks [18]. This scheme...
utilizes a MST constructed by the CHs and employs HELLO messages, similar to the LEACH protocol, to facilitate the clustering process. Notably, STDC enhances the selection of CHs by incorporating both initial energy and residual energy of the sensor nodes into a probability model. Furthermore, STDC employs a multi-hop communication approach for intra-cluster data transmission, employing multiple spanning trees to mitigate the energy consumption associated with long links. Despite these improvements, the distributed clustering process in STDC necessitates additional energy due to the dissemination of numerous HELLO messages and places an increased workload on the CHs during the construction of spanning trees. Moreover, the determination of an optimal number of clusters in STDC proves challenging due to the increased workload on the CHs during the construction of spanning trees. Additionally, the inter-cluster data forwarding from the CHs to the BS occurs through single-hop communication over long links, resulting in significant energy consumption.

Karunanithy et al. [34] presented a cluster-tree based energy efficiency data aggregating protocol for industrial automation applications using WSNs and IoT called CTEEDG. In CTEEDG, CH nodes is selected based on the Fuzzy logic model with the remaining energy, the number of neighbors, and the average distance that is considered input parameters for the fuzzy logic inference system. The data transmission routes from the clusters toward the BS are based on establishing tree topology, as the result, CTEEDG preserves energy and lengthens the network lifespan. However, the intra-cluster communication links are still long away due to using single-hop transmission architecture, so the performance achievement is not high (see more (8)). Osamy et al. [35] proposed a cluster-tree routing algorithm for data aggregation (CTRSDG) that considers intra and inter-distance ratios, remaining energy, and the distance from candidate nodes to the BS. CTRS-DG uses compressive sensing data techniques for CH data fusion and builds a backbone tree for multi-hop routing. CTRS-DG outperforms CREEP [36] in the matter of energy consuming models, which are fundamental for designing our EE-TLT routing protocol.

A. Network Model

We use both homogeneous and heterogeneous sensor network models that involve \( N \) micro-sensor nodes, where the deployment of network area has \( A \) square meter and only one BS device, which is far away from the nodes. In a homogeneous network setup, all micro-sensor nodes are the same energy initialization and other characteristics. In the heterogeneous network setup, it is assumed that \( N \) micro-sensor nodes have various starting energy levels that are utilized with three kinds of nodes with diverse energy levels: normal, intermediate, and advanced. Let \( M_1, M_2 \) denote the parentage of the entire \( N \) nodes of intermediate and advanced sensing nodes. Consequently, we have:

\[
N_A = N \times M_2, N_I = N \times M_1, \text{ and } N_N = N - (N_I + N_A), \tag{1}
\]

where \( N_A, N_I, \text{ and } N_N \) are the corresponding amounts of intermediate, advanced, and normal sensing nodes [39], [40]. If \( E_0 \) denotes the initialization energy level of the normal node, then \( E_0(1 + \alpha) \text{ and } E_0(1 + \beta) \) are the initiation energy of each intermediate and advanced node, respectively, where \( \alpha \) and \( \beta \) are the factors of energy that is greater than the normal ones. Consequently, the total initialization energy of entire nodes within the network is as follows [41]:

\[
E_{\text{init}} = E_0(N_N + N_I(1 + \alpha) + N_A(1 + \beta)) \tag{2}
\]

In general, if \( N \) sensor nodes are dispersed uniformly in \( A \) square meter zone, the probability distribution density function called \( p(x, y) \) is expressed as below [10]:

\[
p(x, y) = 1/(A^2/nc), \tag{3}
\]

where \( nc \) be the number of the clusters (sectors), the average area size of a single sensor node is:

\[
A_{\text{node}} = A^2/N \tag{4}
\]

The average distance of a node to the nearest neighbor is:

\[
d_{\text{onN}}^2 = A/\sqrt{N} \tag{5}
\]

The average size of the occupied area of each cluster is approximated as below [10]:

\[
A_{\text{cluster}} = A^2/nc \tag{6}
\]

Assuming that the position of CH is in the center of the sector, the maximum distance from CH to the farthest node in each cluster is expressed as below:

\[
d_{\text{cluster-max}} = A/\sqrt{nc} \times \pi \tag{7}
\]

Experiment upon simulation, it is assumed that overall nodes are randomly dispersed over a two-dimensional sensor field to always observe the surroundings and periodically send collected data to a BS device, which is defined as not limited to energy sources.
Fig. 1. The division of EE-TLT protocol into rounds.

Fig. 2. Flowchart for the operation of EE-TLT protocol in a single round.

*Time division multiple access (TDMA), *Code division multiple access (CDMA).
B. Energy Consumption Model

We employ the energy dissipation model, which is similar to [32, 42] for consuming energy in wireless communication. Whenever a node transfers a packet containing \( q \)-bit data among two micro-sensor nodes with distance \( d \), the energy used by the radio is calculated as follows:

\[
E_{Tx}(q,d) = \begin{cases} 
q(E_{elec} + E_{friis}d^2) \quad , & \text{if } d < d_0 \\
q(E_{elec} + E_{two}d^4) \quad , & \text{if } d \geq d_0 
\end{cases}
\]  

(8)

Here, \( E_{elec} \) is energy-consumed for the transmitter or receiver electric circuits; \( E_{friis} \) and \( E_{two} \) are the portions of energy amplification needed for the transceiver circuit according to the free space (\( d^2 \)) or two-ray ground (\( d^4 \)) model that depend on the distance \( d \), and the threshold value \( d_0 \) is the crossover distance utilized in [43] in our simulation case:

\[
d_0 = \sqrt{\frac{E_{friis}}{E_{two}}} 
\]  

(9)

To receive a data packet containing \( q \)-bit, the transceiver circuit consumes energy as follows [43]:

\[
E_{Rx}(q) = q \times E_{elec} 
\]  

(10)

IV. DESCRIPTION OF EE-TLT

In this section, we present a novel two-level tree routing protocol called EE-TLT, which leverages the advantages of LEACH-centralized and tree-based routing methods [14, 18, 20]. The proposed protocol, as depicted in Fig. 1, operates in multiple rounds, each comprising two stages: the setup stage and the data transmission stage. During the setup stage, three steps are followed: (1) Sector formation, where the sensing field is logically divided into clusters and polygons; (2) CH selection, which involves choosing a CH or relay-CH for each sector and a sub-CH for each polygon based on factors such as energy residual and node-to-BS distance; (3) two-level tree formation, wherein routing trees are constructed using modern algorithms, potentially incorporating one or more MSTs to enable efficient data transmission within the network. The subsequent data gathering and transmission stage requires active nodes to continuously collect and transmit data to the BS while minimizing energy consumption throughout the round. Fig. 2 illustrates the operation diagram of EE-TLT in a single round, illustrating tasks such as sector separation, CH selection, and the establishment of multi-hop routes based on two-level trees. These processes are orchestrated by the BS to alleviate the overall energy consumption burden on the network.

A. Stage 1: Setup

The setup stage is performed in three steps to select leader nodes for clusters and polygons as follows:

1) Step 1: Sector partition with balancing number of nodes
At first, nodes transmit the HELLO messages between them and the BS. Then, the BS divides the sensing field of the entire network into \( nc \) logical sectors, which are equal to \( nc \) clusters with unrealistic arcs covering the entire monitoring field as displayed in Fig. 3. Here we assume that there is an example of the network topology consisting of 100 sensor nodes in a 100 square meters area and the BS at (49,100) [10], [35]. Considering the BS at the polar coordinate origin of the XOY system as shown in Fig. 3 in which the BS determines the angle \( \varphi \) of all nodes in the network according to the location given as follows:

\[
\omega = \arctan \left( \frac{Y}{X} \right) - \frac{180}{\pi},
\]  

(11)

where \( X = | x - x_{BS} |, Y = | y - y_{BS} | \) and

\[
\varphi = \begin{cases} 
\omega, & \text{if } X > 0 \text{ and } Y > 0 \\
\omega + 360, & \text{if } X > 0 \text{ and } Y < 0 \\
\omega + 180, & \text{otherwise},
\end{cases}
\]  

(12)

where \( x, y, x_{BS}, \) and \( y_{BS} \) are the position of the nodes and the BS in two-dimensional coordinate system, respectively. Next, BS further divides the sensing field into \( nl \) logical levels, which consist of some unequal polygons, the nodes in one polygon will be connected into a MST. To achieve a balanced distribution of nodes among clusters, Algorithm 1 is employed, which consists of steps 1 to 6. This approach takes into consideration that the total number of live nodes may fluctuate over time. Subsequently, steps 7 to 13 are carried out to further divide the nodes within each cluster into several smaller polygons.

2) Step 2: Selecting cluster head nodes
In the context of energy-efficient routing, data fusion, and tree-based clustering in WSNs, we provide the brief definitions outline the key roles of CHs, sub-CHs, and relay-CHs as follows.

- **CHs**: Selected from sensor nodes, CHs perform coordination and advanced functions within their clusters. They aggregate and process data from the sensor nodes and forward it to the BS or sink node, aiming to reduce overall communication energy consumption.
- **sub-CHs**: Within each cluster, sub-CHs assist the CH in data aggregation and routing tasks. They act as intermediaries...
between sensor nodes and the CH, facilitating efficient data gathering and transmission within the cluster.

— Relay-CHs: In multi-hop communication or large-scale sensor networks, relay-CHs are chosen from CHs. They relay data between different clusters or bridge communication gaps to enable efficient inter-cluster communication. Relay-CHs receive data from their clusters and forward it towards the base station or other designated destinations. The other nodes in the cluster (not CH, sub-CH, or relay-CH) are called cluster member nodes.

In each round, EE-TLT selects a CH or relay-CH for each sector and a sub-CH for each polygon based on the criterion below:

**Average residual energy** ($EC_{avg}(j)$, $EP_{avg}(j,l)$): We consider $EC_{avg}(j)$ as the average residual energy of alive nodes in sector $j$th, and $EP_{avg}(j,l)$ as the average residual energy of living nodes in sector $j$th and polygon $l$th. These are the most important features of candidate nodes that need to become CH because they use more energy in transmitting data to BS.

\[
EC_{avg}(j) = \frac{1}{nnc} \sum_{i=1}^{nnc} E_{res}(i),
\]

\[
EP_{avg}(j,l) = \frac{1}{nnp} \sum_{i=1}^{nnp} E_{res}(i),
\]

where $E_{res}(i)$ is the remaining energy of sensing node $i$th, $nnc$ and $nnp$ are the respective amounts of nodes in the present cluster and polygon.

**Distance to BS** ($d_{toBS}$): $d_{toBS}$ is a crucial criterion that should be considered because the longer the data transmission distance, the more energy is consumed. Accordingly, in cluster $j$th, EE-TLT chooses a CH node that is near the BS and has a residual energy level greater than the $EC_{avg}(j)$ as the optimal fitness function to make a decision as follows:

\[
ff(i) = \frac{c_1 \times E_{res}(i)}{c_2 \times d_{toBS}(i,BS)},
\]

where $d_{toBS}(i,BS)$ is the geographical distance from the current node $i$th to the BS, calculated as below:

\[
d_{toBS}(i,BS) = \sqrt{(x_i - x_{BS})^2 + (y_i - y_{BS})^2}
\]

Users can set up the coefficient values of fitness function $c_1$ for energy and $c_2$ for Euclidean distance in different features of the WSN model.

**Inter-level distance** ($d_{toCH}$): The objective of this criterion is to minimize the inter-polygon distance between sub-CHs and the respective relay-CH in the two-level tree, which consumes less energy and balances among CHs. To achieve this objective, the sub-CHs will choose another sub-CH as their parent node, which not only pays attention to inter-polygon communication cost but also considers the cost of communicating with the BS of CHs or relay-CHs. Fig. 4 shows that the sub-CH $i$th node will choose the sub-CH $a$th to become its parent node because it is not far distance from the sub-CH $i$th to the BS compared to that of sub-CH $b$th to the BS, although the distance between sub-CH $i$th and $b$th is shorter than the distance to sub-CH $a$th. The criterion for the vote of sub-CH in polygons of each cluster can be computed as below:

\[
sub_{CH}(i) = \frac{c_1 \times E_{res}(i) \times nh}{10c_2 \times d_{toBS}(i,BS)},
\]

where $nh$ is the number of neighbor nodes of the candidate CH $i$th within the radio range area.

**Relay cluster head election**
In EE-TLT, only several relay-CHs transport aggregated data to the BS to save energy in other nodes, and of course, the distance between them and the BS should be short to prolong the network lifespan. Therefore, if the distance from the CH to the BS does not exceed the average distance $D_{avg}$ between

---

**Algorithm 1 Sector and level division**

**Input:** $N$ sensor nodes with $x$, $y$ position and current energy

**Output:** $N$ nodes are distributed in $nc$ logical clusters and $np$ polygons with $N/nc/np$ nodes in each polygon

1: for $i = 1$ to $N$ do
2: Transfer HELLO message to the BS, which contains its ID, remaining energy and location;
3: end for
4: Compute the angle $\varphi$ of every node in [11] and [12];
5: Sort the list of nodes without reducing the angle $\varphi$;
6: Distribute the network zone into $nc$ sectors with equivalent $N/nc$ nodes for each sector according to their $\varphi$ angle as shown in Fig. 3;
7: for $i = 1$ to $nc$ do
8: Set $nnc = \{\text{number of nodes in cluster } i\text{th}\}$;
9: Sort nodes in sector $i$th non-decreasing by $y$ coordinate;
10: for $j = 1$ to $nl$ do
11: Distribute $nnc/nl$ nodes in level $j$th into the set of polygons $j$th as shown in Figs. 4 and 5;
12: end for
13: end for
14: return: [$N/nc$ nodes in $nc$ sectors and list of nodes in $np$ polygons].
Algorithm 2 Cluster head selection

Input: N sensor nodes with x, y positions and the current energy within nc clusters and np polygons

Output: List of CHs, sub-CHs and relay-CHs in clusters and polygons

1: for i = 1 to nc do
2:   Calculate the average energy of nodes in cluster ith as in (15)
3:   Choose CH node, which has the highest value of the fitness function as (15)
4:   Append CH to {the list of CHs}
5: end for
6: for i = 1 to np do
7:   for j = 1 to np do
8:     Calculate the average energy of nodes in each polygon as in (14)
9:     Choose a sub-CH node, which has the highest value of the cost function as (17)
10: Append sub-CH to {the list of sub-CHs}
11: end for
12: end for
13: Calculate the average distance \( D_{avg} \) among overall CHs and BS as (18)
14: for each CHi in {list of the CHs} do
15:   if \(((d(CHi, BS)/D_{avg}) \times g(CH_i, \text{in Level 1 or Level 2})) \) then
16:     if \((\text{number of relay-CH} < \text{nc}/2)) \) then
17:       Append CHi to {list of the relay-CHs}
18:   end if
19: end if
20: end for
21: Calculate round size \( (t_{round}) \) for this round based on (31) and (35)
22: return: {the list of CHs, sub-CHs and relay-CHs};

CHs within the list of CHs to the BS or if the position of CH in Level 1 or Level 2 zones (Figs. 3 and 5), then that CH is selected to become relay-CH in this round. The amount of the selected relay-CHs is smaller than half of that of CHs and the \( D_{avg} \) is computed as below:

\[
D_{avg}(r) = \frac{1}{nc} \sum_{i=1}^{nc} d(CH_i, BS) \quad (18)
\]

In Algorithm 2, steps 1 to 5 identify the CH nodes associated with the clusters, while steps 6 to 12 determine the selection of sub-CH nodes for polygons. The subsequent steps, specifically steps 13 to 20, pertain to the generation of the list of CHs.

3) Step 3: Two-level tree construction

Fig. 5 demonstrates that the network topology comprises \( N = 100 \) micro-sensor nodes within a 100 square meter region. The network zone is divided into five logical sectors, so each sector contains 20 nodes. Furthermore, each cluster is subdivided into five non-overlapping levels, creating multiple virtual polygons within the network. After that, every node in a polygon is linked to a MST with a sub-CH node as the root. The sub-CHs are again connected into a two-level tree with the BS as the root. To finish this work, we assume that \( E_{in} \) and \( E_{ACH} \) contain a set of links connected by nodes in the polygon and sub-CH, and CH or relay-CH and the BS in the network, respectively. The creation of multiple MSTs and two-level trees is achieved using the Kruskal (44). Algorithms 3 and 4 below illustrate the process of constructing MSTs and two-level trees, respectively. In Algorithm 3, an MST is constructed using Kruskal’s algorithm for the nodes within a polygon, with the sub-CH serving as the root. To establish multi-hop communication routes with minimal communication costs and enhance energy efficiency, Algorithm 4 executes Algorithm 3 np times, building MSTs for np polygons. This process constructs a two-level tree that connects the CHs and the BS, facilitating energy-efficient data transmission and reducing overall energy consumption.

B. Stage 2: Data Gathering and Transmission

In the proposed approach, sensor nodes are first grouped into sectors and CHs are selected. A two-level tree is constructed to identify the data transmission routes with the lowest energy consumption costs. Sensor nodes periodically monitor the environment and send the collected data towards the BS through the two-level tree with intra-polygon and inter-polygon communication. The leaf nodes at the highest level in each MST start data transmitting to their parent or sub-CH node according to the tree, and parent nodes sense the environment and receive data packets from their children. Then aggregate the data packets into a single packet and forward them to the sub-CH nodes at the upper-level. The sub-CHs transmit to their parent nodes on a two-level tree and the relay-CH nodes transfer all the data to the BS. After a fixed interval of time \( (t_{round}) \), the next round starts again by repartitioning...
of the equation displays the energy consumed for obtaining advertisement messages containing two-level trees, relay-CHs or sub-CHs, and time slots for communication planned from the BS.

2) The data gathering and transmission stage: The energy consumed by non-CH and relay-CH nodes in the stable data gathering and transmission stage can be described as follows:

\[ E_{\text{mem}} = cn \left( \frac{N}{nc} - nl \right) qE_{\text{elec}} + \left( \frac{N}{nc} - nl \right) qE_{DA} + \left( \frac{N}{nc} - 1 \right) (qE_{\text{elec}} + qE_{\text{f}}d_{t老子}^2), \]

where \( nl \) is the amount of levels, \( d_{t老子} \) is the distance among the leaf nodes and their parent or sub-CH on MSTs and it can be expressed with (5) in the deployed uniform network.

\[ E_{\text{sub-CH}} = cn \times qE_{\text{elec}} + qE_{DA} + (qE_{\text{elec}} + qE_{\text{f}}d_{t老子}^2), \]

where \( cn \) is the amount of child nodes directly connected to sub-CH, \( d_{t老子} \) is the distance between the sub-CH nodes and their relay-CH, and can be expressed as (22) [10]:

\[ E[d_{t老子}^2] = \int \int (x^2 + y^2)\rho(x,y)dxdy \]

\[ = \int r^2\rho(r,\theta)d\theta \]
According to (1) and (7), \( E \) can be estimated as follows:

\[
E[d_{toCH}^2] = \rho \int_0^{2\pi} \frac{A}{\sqrt{n}r^2} \int_0^r r^3 dr = \rho \frac{A^4}{2\pi n c^2} = \frac{A^2}{2n c^2} \tag{23}
\]

3. \( E_{CH} \)-the energy consumed by a CH, which consists of accepting data packets from \( n_p \) sub-CHs nodes on a two-level tree, aggregating data, and transmitting to other relay-CH or the BS, is presented below:

\[
E_{CH} = c_n \times qE_{elec} + qE_{DA} + (qE_{elec} + qE_{twoway}d_{toCH}^2) \tag{24}
\]

If the CH is selected as the relay-CH for transmitting data to the BS, (24) can be replaced by (25) as shown below:

\[
E_{relay-CH} = c_n \times qE_{elec} + qE_{DA} + (qE_{elec} + qE_{twoway}d_{toBS}^4), \tag{25}
\]

where \( d_{toBS} \) represents the distance between the relay-CH node and the BS.

4. \( E_{sector} \)-the overall energy consumed by sensor nodes within a sector, which includes one CH or relay-CH, \((n_l - 1)\) sub-CH, and \((N/n_c - n_l)\) member nodes, can be indicated as follows:

\[
E_{sector} = E_{relay-CH} + (n_l - 1)E_{sub-CH} + E_{mem} \tag{26}
\]

5. \( E_{round} \)-the overall energy dissipated for one round in sector:

\[
E_{round} = E_{setup} + mE_{sector}, \tag{27}
\]

where \( m \) is the number of packets sent during the data transmission stage in the round of a node. So, the energy totality consumption of the network running EE-TLT protocol during a round can be presented as:

\[
E_{total} = n_cE_{round} = n_c \times E_{setup} + nc(m(E_{relay-CH} + (n_l - 1)E_{sub-CH} + E_{mem})) \tag{28}
\]

3) Network throughput and round length: In the current paper, the throughput of network \( Q \) of a WSN is defined as the total of packets successfully delivered from all living micro-sensor nodes to the destination (BS) per time unit [45]. If \( n_t \) data packets are successfully forwarded a node to the BS during the data collecting and transmission stage in round \( i \), then the throughput \( Q \) may be computed as:

\[
Q = \sum_{i=1}^{N_{round}} N \times n_t, \tag{29}
\]

where \( N_{round} \) denotes the overall amount of rounds and according to (2) and (27), we can calculate \( N_{round} \) as below:

\[
N_{round} = \frac{E_{init}}{n_cE_{round}} \tag{30}
\]

If \( t_{round} \) indicates the time duration in a round, then:

\[
t_{round} = t_{setup} + m \times T_{packet}, \tag{31}
\]

where, \( t_{setup}, T_{packet} \) stand for the time length in the setup stage and single packet transmission, respectively. Thus, the throughput \( Q \) will enlarge if we diminish \( t_{setup} \) and enlarge \( m \times T_{packet} \) component. However, both \( t_{setup} \) and \( T_{packet} \) are fixed in every round; therefore, we may only enlarge \( m \) in the data collecting and transmission stage (the size of rounds). Furthermore, if the size of rounds is greatly increased, then the energy of relay-CH nodes will be quickly used up due to receiving and transmitting data packets at a distance farther from the BS than that of other nodes. Consequently, in EE-TLT protocol, we calculate suitably the dynamic \( t_{round} \) for different rounds. This make enhances efficient energy when applying EE-TLT protocol. Thanks to (8), (10), (25), and Table I, we can estimate the round length \( t_{round} \) in the data transmission stage in transmitting \( m \) data packets as follows:

\[
E_{relay-CH}(i) = E_{res}(i) - m(ch \times qE_{elec} + qE_{DA} + qE_{elec} + E_{twoway}d_{toBS}^4) \geq E_{threshold}. \tag{32}
\]

where, \( E_{threshold} \) is the threshold value of energy, which should be above zero to assure that the relay-CHs do not die when this round is completed. \( E_{res}(i) \) and \( ch \) correspondingly express the residual energy of relay-CH \( i \) and the number of connected nodes on the two-level tree, and:

\[
m \leq \frac{E_{relay-CH}(i) - E_{threshold}}{q((ch + 1)E_{elec} + E_{twoway}d_{toBS}^4 + E_{DA})} \tag{33}
\]

The energy efficiency (EE) of a wireless sensor network (WSN) is defined as the amount of data packets received by the BS (measured as throughput \( Q \)) per unit of energy consumed (KB/J) during the network operation:

\[
EE = \frac{q \times Q}{1000 \times E_{total}} \tag{34}
\]

As a result, the objective function is given below:

\[
f = \text{argmax}(EE) = \text{argmax}(N_{round} \times m) \tag{35}
\]
Fig. 6 shows our simulation results in NS2 comparison of the energy efficiency (KB/J) with changing numbers of clusters and levels. It is clearly seen that EE-TLT achieves the highest EE when the number of sectors and levels are between 3 and 5 values in the network model with N = 100 nodes, A = 100 m, and distance from nodes to the BS = 175 m.

D. Complexity Analysis

The computational complexity of the LEACH protocol is \(O(N)\), while LEACH-VA, which employs the Voronoi algorithm for clustering, has a complexity of \(O(N \log_2 N)\), where \(N\) represents the number of nodes in the network. Similarly, the STDC and PEGCP protocols adopt a greedy algorithm to construct trees and chains, resulting in a computational complexity of \(O(N \log_2 N)\). In EE-TLT, the sorting task in Algorithm 1 employs the QuickSort algorithm, leading to a complexity of \(O(N \log N)\) due to the construction of CHs. Constructing an MST using the Kruskal algorithm in Algorithm 3 has a worst-case complexity of \(O((N/(nc \times sl))^2)\). Algorithm 4, which constructs two-level trees by invoking Algorithm 3 \((np + 1)\) times, has a worst-case complexity of \(O(N^2)\). Consequently, the worst-case complexity of EE-TLT is \(O(N^2)\), exceeding the computational complexity of the three existing protocols, which is \(O(N \log_2 N)\). Nonetheless, since the tasks of clustering, CH selection, and two-level tree construction are performed by the BS, EE-TLT can still be effectively employed in real-world applications.

V. SIMULATION AND PERFORMANCE EVALUATION

A. Performance Metrics

The performance of EE-TLT may be evaluated and compared with three different protocols according to the metrics below [14], [16], [18].

- **Network lifespan** \((t_{\text{network}})\): The network lifespan is determined as the duration of stable network operation until the occurrence of 1% node death, 50% node death, or 100% node death:
  \[
  t_{\text{network}} = \sum_{i=1}^{N_{\text{round}}} t_{\text{round}}(i) \tag{36}
  \]

- **Energy dissipation** \((E_{\text{network}})\): The total energy consumed by all participating sensing nodes during the entire network operation is computed using the following equation:
  \[
  E_{\text{network}} = nc \sum_{i=1}^{N_{\text{round}}} E_{\text{total}}(i) \tag{37}
  \]

- **The total number of data packets accepted by the BS** \((Q)\): The overall amount of data packets accepted by the BS from entire living nodes during the network operation which may be calculated by (29) above.

- **EE**: This metric indicates the proportion between the number of data packets successfully sent to the BS and the total energy consumed by the overall nodes (KB/J) that can be computed by (34) above. An efficient energy routing protocol should not only reduce the total of energy consumed but also balance the energy distributed in all sensing nodes in WSNs.

B. Simulation Parameters

To verify the effectiveness of the EE-TLT, we simulated EE-TLT, LEACH-VA, PEGCP, and STDC by using the network simulator tool NS2 (v.2.34) [46], [47] with the scenarios and the parameters that are set up as in Table I [10], [35].

C. Simulation Scenarios

In this experiment, we have simulated the LEACH-VA [14] of block-based scheme, PEGCP [16] of chain-based scheme, STDC [13] of tree-based routing scheme, and the proposed EE-TLT protocols in many different scenarios to advance the reliability of the protocols in practice. Specifically, we used the “setdest” command in NS2 to randomly generate many different scenarios with the same simulation parameters. To determine how many scenarios \((n_{sc})\) are needed to run the simulation, we perform some steps as follows:

**Step 1**: Generate 100 random scenarios with 100 sensor nodes each, deployed in a stationary state over a simulation area of 100×100 m².

**Step 2**: Simulate the LEACH-VA, PEGCP, STDC, and EE-TLT protocols in the first scenario \((i = 1)\). Then, create a table to document the percentage of node deaths, total energy consumption, and data packet reception rate at the base station.

**Step 3**: Select performance metrics, specifically energy efficiency and network lifespan, to evaluate the protocols.

**Step 4**: Run the next scenario \((i = i + 1)\), and record the proportion of dead nodes, total energy consumed, and the number of data packets received by the BS.

**Step 5**: Calculate the mean \((m_x)\), standard deviation \((\delta)\), and standard deviation ratio \((\xi)\) using (38), (39), and (40).

**Step 6**: Compare the obtained results with previous scenarios. If the ratio of standard deviation is less than \(\xi\%\), stop the simulation and proceed to Step 7. If not, return to Step 4.

**Step 7**: Graph the simulation results based on the mean and standard deviation with the scenario number \((n_{sc} = i)\). Evaluate the performance of the protocols (i.e., LEACH-VA, PEGCP, STDC, and EE-TLT) in terms of dead nodes, energy consumption, and the quantity of data packets accepted by the BS.

We assume the mean \(m_x\), standard deviation \(\sigma\), and standard deviation ratio \(\xi\) can be expressed as below:

\[
  m_x = \frac{1}{n_{sc}} \sum_{i=1}^{n_{sc}} x_i, \tag{38}
  \]

\[
  \sigma_i = \sqrt{\frac{1}{n_{sc}} \sum_{i=1}^{n_{sc}} (x_i - m_x)^2}, \tag{39}
  \]

\[
  \xi = \sigma_i / \max(x_i) \text{ with } i = 1, \cdots, n_{sc}, \tag{40}
  \]

where \(x_i\) is the simulation results of LEACH-VA, PEGCP, STDC, and EE-TLT protocols at \(i\)th scenario. Specially, we
TABLE I
THE SIMULATION SCENARIOS INVOLVED VARIOUS PARAMETER VALUES.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Simulation area</td>
<td>100 × 100 m²</td>
</tr>
<tr>
<td>N</td>
<td>Number of micro-sensor nodes</td>
<td>100 nodes</td>
</tr>
<tr>
<td>$E_{\text{free}}$</td>
<td>Energy amplification for free space</td>
<td>10 pJ/bit/m²</td>
</tr>
<tr>
<td>$E_{\text{twoway}}$</td>
<td>Energy amplification for two ray ground</td>
<td>0.013 pJ/bit/m⁴</td>
</tr>
<tr>
<td>$E_{\text{elec}}$</td>
<td>Electric energy</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>$E_{\text{DA}}$</td>
<td>Energy consumption for data aggregation</td>
<td>5 nJ/bit</td>
</tr>
<tr>
<td>q</td>
<td>Packet size</td>
<td>1024 bytes</td>
</tr>
<tr>
<td>$x_{\text{BS}}$</td>
<td>The X-axis coordinate of BS</td>
<td>49 m</td>
</tr>
<tr>
<td>$y_{\text{BS}}$</td>
<td>The Y-axis coordinate of BS</td>
<td>175 m, 225 m, 265 m, and 300 m</td>
</tr>
<tr>
<td>$c_1$</td>
<td>Coefficient factors of energy</td>
<td>100/J</td>
</tr>
<tr>
<td>$c_2$</td>
<td>Coefficient factors of distance</td>
<td>5 m</td>
</tr>
</tbody>
</table>

For the homogeneous network setup

| $E_0$ | The initial energy of all nodes | 2 J |

For the heterogeneous network setup

| $E'_0$ | The initial energy of a normal node | 1 J |
| $M_1$  | The parentage of intermediate in N nodes | 30% |
| $M_2$  | The parentage of advanced in N nodes | 20% |
| $\alpha$ | Initial energy factor of intermediate nodes | 0.5 |
| $\beta$ | Initial energy factor of advanced nodes | 2 |

also simulate many different scenarios for the homogeneous and heterogeneous network model, as given in Table I.

D. Experimentation Results and Analysis

1) Homogeneous network: In Fig. 7, the ratio of living nodes and the overall network lifespan are plotted. The red lines in the figures which is correspond to the standard deviation ratio of the mean ($m_x$) for the EE-TLT protocol, with $\xi = 3.1\%$ at $n_{sc} = 19$ scenarios. This indicates that additional simulation scenarios will not yield results beyond the standard deviation curve. We choose $\xi = 6.8\%$ ($n_{sc} = 17$) for LEACH-VA, 5.6\% ($n_{sc} = 19$) for PEGCP, and 9.3\% ($n_{sc} = 24$) for STDC when the network had 95\% of dead nodes. The ratio of living nodes in the EE-TLT protocol is higher by 25\%, 15\%, and 10\% when compared to the LEACH-VA, PEGCP, and STDC protocols, respectively. The results in Fig. 7 indicate that the EE-TLT protocol with two-level tree-based clustering not only reduces energy consumption but also balances energy among nodes in the entire network.

Fig. 8 illustrates the total energy dissipation by the living nodes of the four protocols versus the network lifespan. It is apparent that EE-TLT uses less energy than the other protocols because it selects CHs based on the residual energy and distance between the candidate CH nodes and the BS. Furthermore, in LEACH-VA, PEGCP, and STDC, most of the CHs immediately forward the observed data to the BS, whereas in EE-TLT, only relay-CHs forward the collected data to the BS over a short distance, and other nodes send fused data packets in a two-level tree. As a result, EE-TLT achieves better energy efficiency and improves the network’s lifespan in comparison to LEACH-VA, PEGCP, and STDC.

Fig. 9 presents the ratio of dead nodes versus the network lifespan in s. The results demonstrate that EE-TLT outperforms LEACH-VA, PEGCP, and STDC in terms of the network lifespan with FND and HND, considering the simulation scenarios and parameters as mentioned above.

In Fig. 10, we display the percentage of data packets...
accepted by the BS as its location changes. It was observed that when the BS is moved from its initial position (49, 175) to the endpoint (49, 300) beyond the simulation area, the total number of data packets received by the BS considerably reduces. Nevertheless, our proposed protocol outperforms LEACH-VA, STDC, and PEGCP by approximately 35%, 20%, and 15%, respectively. These results suggest that EE-TLT balances and reduces the energy consumption of sensor nodes within the WSN, which leads to an increase in the quantity of data packets received by the BS [27]. Additionally, the red lines in the figure represent the standard deviation ratio obtained by performing simulations from Step 2 to Step 7 as outlined in Section V.C.

Table II presents the evaluation results and comparison of the proportion of dead nodes and energy efficiency for WSNs in the homogeneous configuration as the \( t_{\text{round}} \) changes from 10 to 700 s. After running 19 scenarios applied with EE-TLT protocol \( (t_{\text{round}} = 10, EE = 950, \text{and } \xi = 1.0\%) \), 22 scenarios with LEACH-VA protocol \( (t_{\text{round}} = 10, EE = 504, \text{and } \xi = 1.0\%) \), 18 scenarios with PEGCP protocol \( (t_{\text{round}} = 10, EE = 670, \text{and } \xi = 10.4\%) \), and 18 scenarios with STDC protocol \( (t_{\text{round}} = 10, EE = 730, \text{and } \xi = 4.5\%) \) that is displayed in bold text in the table. We selected the mean and the percentage of standard deviation based on the simulation results. It is observed that increasing \( t_{\text{round}} \) leads to an increase in energy efficiency, but the first nodes will die early. For instance, the EE of STDC protocol increases from 730 to 838 (KB/J) as \( t_{\text{round}} \) grows from 10 to 100 s. However, the first node dies sooner, from 804 to 112 s, respectively. Notably, EE-TLT significantly reduces from \( EE = 1264, \xi = 1.8\% \) to \( EE = 1092, \xi = 9.6\% \) as \( t_{\text{round}} \) increases from 500 to 700 s, respectively, due to the early death of CH. Thus, the question arises: how to select the appropriate \( t_{\text{round}} \) to achieve optimal performance? Table II shows that EE-TLT has the best performance with \( EE = 1110 \) (KB/J), the first node dies at 821 when \( t_{\text{round}} = 100 \) s, and the last node dies at 1702 s, which means that our proposal achieves a very good energy consumption balance. Meanwhile, when \( t_{\text{round}} = 300 \) s, SDTC protocol has the FND at 142 s and the LND at 3621 s, indicating that SDTC unbalances the power consumption load among nodes within the entire network.

2) Heterogeneous network: In the heterogeneous network, we ensure fairness by setting the intermediate and advanced nodes to 30% and 20% of the total nodes, respectively, as described in previous studies [36], [42]. The intermediate and advanced nodes have an energy initialization level that is 1.5 and 3 times greater than normal nodes, with \( E_0 = 1 \) Joule. Table I shows the parameters used to configure the simulated protocols. To evaluate the performance of EE-TLT, we follow the same simulation procedure described in Section V.C and compute the mean and the percentage of standard deviation based on the simulation results.

We present the simulation results in Fig. [11] showing the change in the ratio of dead nodes versus increasing the network lifespan in seconds. Our results indicate that the EE-TLT protocol, with carefully selected CHs, has a more balanced energy consumption and higher energy efficiency than LEACH-VA, PEGCP, and STDC. However, STDC has a longer LND due to unbalanced energy consumption among nodes within the entire network.

Fig. [12] displays the total energy dissipation by all sensing
nodes in the heterogeneous WSN for four protocols during the network lifespan. It is evident that EE-TLT protocol has lower energy consumption in comparison to LEACH-VA, PEGCP, and STDC when the network lifespan is between 0 to about 1000 s. After that, EE-TLT consumes a little more energy than only STDC.

In Fig. 13, the percentages of node death in the heterogeneous network (5%, 10%, 25%, 50%, 75%, 95%, and 100%) are presented in reverse order to Fig. 11. It can be observed that EE-TLT improves the network lifespan by reducing the ratio of node death from 5% to 75% when compared to existing protocols such as LEACH-VA, PEGCP, and STDC. However, STDC has a longer network lifespan at 95% and 100% of nodes died because STDC unequally distributes energy consumption. STDC sets up many *advanced* nodes with a high initial energy level, but they are not selected as CH, thus having more battery energy than other nodes.

Fig. 14 demonstrates the ratio of data packets acquired by the BS when the position of the BS is changed. This is also a valuable performance measurement for evaluating the high energy efficiency utilization of routing protocols because a network with more energy efficiency makes the BS receive...
Our paper presents a new energy-efficient routing protocol called EE-TLT, which aims to reduce energy consumption.
in transmitting data for both homogeneous and heterogeneous network models in WSNs. Our work is focused on three primary contributions. Firstly, the proposed EE-TLT protocol balances energy consumption and network lifespan by distributing nodes into clusters and selecting CHs based on residual energy and distance to the BS, while avoiding “long links” communication through a two-level tree built using the Kruskal algorithm. Secondly, the protocol enhances the delivery of data packets by analyzing different transmission time durations and selecting optimal ones to improve throughput. Thirdly, simulation results show that EE-TLT outperforms several state-of-the-art protocols. Specifically, EE-TLT outperforms LEACH-VA, PEGCP, and STDC in terms of throughput, energy efficiency and balanced energy consumption, by about 25%, 15%, and 10%, respectively, in both heterogeneous and homogeneous networks. Although the overall time complexity of EE-TLT in the worst-case scenario is \(O(N^2)\), which surpasses the computational complexity of the three existing protocols \((O(N \log_2 N))\), it is important to note that the tasks of clustering, CH selection, and two-level tree construction are performed by the BS. As a result, EE-TLT remains fully applicable in real-world applications. The code and the simulation results of EE-TLT may be found at https://tinyurl.com/ee-tlt-wsn. Our plan for future work includes enhancing the energy-efficient routing protocol by reducing the size of data packets transmitted to the base station in the data transmission stage, through the utilization of data fusion algorithms.
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